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Several families of multivariable, biorthogonal, partly continuous and partly discrete, Wilson 
polynomials are presented. These yield limit cases that are purely continuous in some of the 
variables and purely discrete in the others, or purely discrete in all the variables. The latter are 
referred to as the multi variable biorthogonal Racah polynomials. Interesting further limit cases 
include the multivariable biorthogonal Hahn and dual Hahn polynomials. 

I. INTRODUCTION 

The Wilson polynomials l
•
2 are a very general family that include as special or limiting cases all the classical orthogonal 

polynomials and many related families. They can be expressed as the following 4F3 hypergeometric series:3 

(
-n,n+a+b+c+d-l,a-ix,a+ix ) 

Pn(x)=(a+b)n(a+c)n(a+d)n4F3 b d ;1, 
a + ,a+c,a+ 

(1.1 ) 

where a,b,c,d are complex parameters, (a)n =T(n + a)/r(a) denotes the usual Pochhammer symbol, and n is a non­
negative integer. These are polynomials in x of degree 2n that one can show l are symmetric in all four of the parameters 
a,b,c,d. They are associated with the following weight function: 

() 
r(a + ix)r(a - ix)r(b + ix)r(b - ix)r(c + ix)r(c - ix)r(d + ix)r(d - ix) w x =~~~~~----~~~~~~--~~~--~~----~~~~~----~ 

r(2ix)r( - 2ix) , 
( 1.2) 

and satisfy a complex orthogonality relation; 

L dxPn (x)Pm (x)w(x) =Anc5nm , ( 1.3) 

where the normalization constant An is given by 

An = 41Tn!(n + a + b + c + d _ 1)" r(n + a + b)r(n + a + c)r(n + a + d)r(n + b + c)r(n + b + d)r(n + c + d) 
r(2n + a + b + c + d) 

( 1.4) 

and the contour C is deformed from the real axis so that it separates the increasing sequences of poles of the weight function 
from the decreasing sequences. 

When the real parts of the parameters a,b,c,d are positive one can choose C to be the real axis. Ifin addition the parameters 
are real or occur in complex conjugate pairs then the polynomials and weight function are real and the latter is positive. In this 
case the Wilson polynomials satisfy a continuous orthogonality relation with respect to a positive measure on the real line. If 
the real part of one parameteris less than zero, let us say Re(a) <0, Re(b,c,d) >0(2a,a + b,a + c,a + d #0, - 1, - 2, ... ), 
then C must be deformed from the real axis to pass over the decreasing sequence of poles given by x = - ia - ij,j = 0,1,2, ... 
and under the increasing sequence found at x = ia + ij,j = 0,1,2, .... This contour can then be deformed back to the real axis 
plus closed loops about a finite number of poles. If the closed loops are then evaluated by the method of residues the inner 
product in (1.3) can be written as an integral over the real axis plus a finite discrete sum. In this case the Wilson polynomials 
satisfy a partly continuous and partly discrete orthogonality relation 

f
oc Re(a)+j<O 

_ oc dx w(x)Pn (x)P m (x) + j~O w(j)Pn (ia + ij)P m (ia + ij) = An c5nm, ( 1.5) 

where the discrete part of the weight function w(j) is given by 

w(j) = (41T)r(a + b)r(a + c)r(a + d{(b - a)r(c - a)r(d - a) _(_2_a.-;.)j_(a_+_I-c)}O-0(_a_+_b_).;:...j_(a_+_c...:;.)j_(a_+_d-c)}O-0 _ 
r( -2a) (a)j(a-b+ l)j(a-c+ l)j(a-d+ 1)jl1 

( 1.6) 

Formula (1.5) also yields a purely discrete orthogonality relation. Take a + b = - t::. + E, where t::. is a non-negative integer, 
divide (1.5) by r(a + b) = r( - t::. + E), and then take the limit E-+O. The continuous term vanishes because 
lIr( - t::. + E) -+0 but the discrete part survives leaving 
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60 

I p(j)Pn (fa + ij)Pm (fa + ij) = A ~8nm' O<n,m<6o, 
j=O 

where the weight function and normalization constant are given by 

. (2a)j(a+ 1)j( -6o)j(a+c)j(a+d)j 
p(j) = , 

(a)j(2a+6o+ l)j(a-c+ 1)j(a-d+ 1)j}1 

( 1.7) 

A~ = n!(n _ a + c+d -1)n(2a + 1)60 (l-c- d)6o (- 6o)n(a + c)n(a +d)n(c- a - 6o)n(d - a- 6o)n(c+d)n 
( - a + c + d)2n (a - c + 1)60 (a - d + 1)60 

( 1.8) 

The orthogonality relation (1.7) is equivalent to Racah's orthogonality for what are called Racah coefficients or 6j symbols. 
Accordingly the polynomials in ( 1.7) are referred to in the literature as the Racah polynomials. It is customary to redefine the 
parameters and write these polynomials as 

and then the orthogonality relation becomes 

~ (y + 8 + 1)x (y/2 + 8/2 + 3/2)x (a + 1)x (P + 8 + 1)x (y + 1)x _ 
£.. ---------------------- rn (x)r m (x) - An8nm, 

x=O (y/2+8/2+ 1I2)x(y+8-a+ 1)x(Y-P+ 1)x(8+ 1) xx! 

An =n!(a+ 1)n(P+ 1)n(Y+ 1)n(a-8+ 1)n(a+p-y+ 1)n(P+8+ 1)n 

(n+a+p+ 1)n r(y+8-a+ 1)r( -p-a-1)r(y-p+ 1)r(8+ 1) 
X , 

(a + P + 2) 2n r ( y + 8 + 2) r ( - p> r ( y - P - a) r( 8 - a) 

where a + 1,P +8+ 1,ory+ 1 = -6o,andO<n,m<6o. 

( 1.9) 

( 1.10) 

Two interesting limit cases are the Hahn and dual Hahn polynomials. The limit 8 -+ 00 with Y + 1 = - a gives the Hahn 
polynomial orthogonality 

60 (a+1)x(-6o)x I hn(x)hm(x) =An8nm, (1.11) 
x = 0 (- a - p> xx! 

where 

h () = F(-n,n+a+p+1'-X.1) 0 A 
n X 3 2 a + 1, _ a ,,<n<~, 

An = ( (6o-n) !n!)( (n + a + P + 1) 60 (P + 1) n )( (a + n + a + P + 1) ) . 
a! (a+1)n(P+1)6o (2n+a+p+1) 

Letting P -+ 00 in (1.10) with a + 1 = - a gives the dual Hahn orthogonality 

60 (a) (y + 8 + 1)x (y/2 + 8/2 + 3/2)x (y + 1)x d (x)d (x) = A 8
nm

, 
x~o x (y/2+8/2+ 1I2)x(8+ 1)x(6o+y+8+2)x n m n 

with 

( 
- n, - x,x + y + 8 + 1 ) 

dn(X)=3F2 -6o,y+1 ;1, O<n<6o, 
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(1.15 ) 
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( 1.17) 

( 1.18) 

where al,a2, ... ,ap,bl,b2, ... ,bp,c,d are complex parameters and p~:::~ .. ~ .. ~:; is the generalized multivariable Kampe de Feriet 
hypergeometric series5 defined as 

(a a ·13(1) ,/3(1). ·13 (pi ,/3 (p). ) /' I'···' qo 1 ,... (', , .•• , 1 ,... f'., pq;,,; ... ;r;, , p 

r:v,; ... ;vp .~ (I) (I).. (p) (p). ZI,Z2'···,Zp 
rl,···,rr·~ I ,···,S VI , .. ·,S 1 ,···,S vp , 

nq (a) nt; (13 (I) •• ·ntp (13 (P» i,' zb :J.P 
=) nir= I ( i) J n:~ I 5;1) j, .•• n~p= I 5 ;P) jp ~ -:=. ... ~, (1.19) 

C;J i=1 Yi J i=d i )j, i=d i )jplI·h- Jp. 

where Vk} denotes summation indicesjIJ2, ... jp that run over all non-negative integers and we have introduced the following 
shorthand notation: 

( 1.20) 

and in the absence of specifying the argumentszl ,z2' ... ,Zp, unity is to be understood. The overbars in (1.16) and (1.18) denote 
distinct families of polynomials and should not be confused with complex conjugation. The p tuple of non-negative integers 
n l,n2, ... ,np labels the different polynomials whose degrees are given by 2N where Nis defined in ( 1.20). These polynomials are 
associated with the following multivariable weight function: 

(1.21 ) 

which notice is symmetric under the interchange of c and d as are all four families of polynomials. When no ambiguity arises 
we simply write Pn (x), Pn (x), Qn (x), Qn (x), and w(x) for the polynomials and weight function, respectively. 

These satisfy the following biorthogonality relations4 

( 1.22) 

where the normalization constant is given by 

, -2(2 )p[rrP r( b) ,]r(N+A+C)r(N+A+d)r(N+B+C)r(N+B+d)r(N+C+d) 
/l,n - 1T n k + ak + k nk • , 

k=1 (2N+A+B+c+d-l)r(N+A+B+c+d-l) 
(1.23 ) 

and for positive real parts of the parameters the inner product is defined as 

Pn ·Qm == f: 00 dxp··· f: 00 dX I w(x.·· ·xp )Pn (XI·· ·xp )Qm (XI·· ·xp ), Re(al,a2,···,ap,bl,b2,···,bp,c,d) >0, (1.24 ) 

where the integration contours are simply the real axes. 
In Sec. II we extend these purely continuous multi variable biorthogonal Wilson polynomials to several "mixed" cases 

where the inner product is partly continuous and partly discrete. In Sec. III we discuss the purely discrete family which are the 
multi variable biorthogonal Racah polynomials. Taking appropriate limits then yields multivariable biorthogonal Hahn and 
dual Hahn polynomials. 

II. MULTIVARIABLE MIXED-TYPE INNER PRODUCTS 
The biorthogonality relations (1.22) are still valid for negative real parts of the parameters provided each of the contours 

are suitably deformed to separate the increasing sequences of poles of the weight function from the decreasing sequences, 
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assuming these two sets are disjoint. However, due to the multiple integrals involved it is not always clear where the poles lie in 
each of the variables and what the appropriate contours are. 

We consider several specific cases, the first being the following parameter domain: 

Re(a"a2, ... ,ap,b"b2, ... ,bp,d) > 0, Re(e) <0, 

Re(a, + e), Re(b, + e) > 0, Re(e), 2e, e + d #0, - 1, - 2, ... , 
(2.1 ) 

for which the x, contour C, is deformed from the real axis to pass above the decreasing sequence of poles given by x, = - X ~ 
- ie - ij,j = 0,1,2, ... and underneath the increasing sequence found atx, = - X~ + ie + ij,j = 0,1,2, ... , and also above and 

below the remaining decreasing and increasing sequences, respectively. We have introduced the following shorthand notation 
to denote partial sums: 

f f f 

XI=. L xk, AI=. L ak' 
k=j k=j 

BI=. L bk· 
k=j 

(2.2) 

Ifwe furthermore choose C, sufficiently close to (and under) - X~ + ie and also sufficiently close to (andover) - X~ - ie, 
then the remaining contours C2 , ••• ,Cp can be chosen on the real axes. 

Let us first demonstrate that this choice of contours leads to the norm of the weight function as given by (1.23) with 
N = 0. Making a change of variables from x"x2, ... ,xp to X,x2, ... ,xp and reversing the order of the integrations gives 

f "" dxp'" f"" dX2 r dx, w(x" ... ,xp) 
- 00 - 00 JC1 

= r dX reA - iX)r(B + iX)r(e + iX)r(e - iX)r(d + iX)r(d - iX) 
Je r(2iX)r( - 2iX) 

(2.3) 

X f: "" dx2" J: "" dxp real + iX - iX~ )r(b, - iX + iX~) [Jtr(ak + iXk )r(bk - iXk )] , 

where the contour C passes over the decreasing sequence of poles X = - ie - ij, j = 0,1,2, ... and under the increasing 
sequence X = ie + ij,j = 0,1,2, ... , and also above and below the remaining decreasing and increasing sequences, respectively. 
To evaluate the X 2,X3, ••• ,xp integrations we introduce the following single variable integral formula:3 

r dx rea + ix)r(f:1 + ix)rey _ ix)r(8 _ ix) = (21T) rea + y)r(a + 8)r(.o + y)r(.o + 8) 
Je' r(a+.o +y+8) 

a+y, a+8, .o+y, .0+8#0,-1,-2, ... , (2.4) 

where the contour C' separates the increasing sequences of poles of the integrand from the decreasing sequences; in the special 
case when Re(a,/3,y,8) >0, C' can be chosen on the real axis. Returning to (2.3) and recalling that Re(a, + e), 
Re(b, + e) >0, the contour C is assumed to pass sufficiently close to (and over) - ie so that Re(a, + iX) >0 and also 
sufficiently close to (and under) + ie so that Re(b, - iX) >0. In this case formula (2.4) with C' on the real axis and 
induction can be used to evaluate the X 2,X3, ... ,xp integrations leading to 

L"""" dX2' .. f: "" dxp real + iX - iXoreb, - iX + ixoLu2 reak + iXk )rebk - iXk )] 

= (21TV-'[ IT reak + bk )] reA + iX)r(B - iX) , 
k=' r(A+B) 

and ifthis is substituted into (2.3) the norm ofthe weight function becomes 

L"""" dxp" J: "" dX2 i, dx, w(x" ... ,xp) = (21T)P-'LU, r(ak + bk)] [rCA + B)] -ii dXreA + iX)reA - iX) 

reB + iX)r(B - iX)ree + iX)ree - iX)red + iX)r(d - iX) 
X re2iX)r( _ 2iX) , 

(2.5) 

(2.6) 

which is simply proportional to the single variable integral given by (1.2)-( 1.4) with n = m = 0. Using this result in (2.6) 
then yields the multivariable norm as defined in (1.23) with N = 0. 

Next we express the multiple integral in the left of (2.6) as a finite discrete sum and integrations over the real axes. This is 
achieved by deforming C, to the real axis plus closed loops about a finite number of poles and then evaluating the latter by the 
method of residues. This leads to two additional terms involving discrete sums that by using (2.5) one can show are equal. The 
norm then becomes 
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(2.7) 

where all the integrals on the right are over the real axes and the "mixed" weight function in the second term is given by 

WV,X2"",xp) = (41T)r(a l - c - j - iX~ )r(b, + c + j + iXO LU2 r(ak + Uk )r(bk - Uk)] 

Xf(A + c + j)r(B - c - j)f(2c + j)f(d - c - j)r(d + c + j) ( - l)j. (2.8) 
f(2c + 2j)r( - 2c - 2j) j! 

The first purely continuous term in the right of (2.7) is that which arises for positive real parts of the parameters. The second 
mixed term represents the contribution arising from the negative real part of the parameter c. 

The inner product of the multivariable Wilson polynomials is defined as 

which in analogy with (2.7) can be written as 

Pn'Qm = S:"" dXp'''S:"" dx , W(XI, ... ,Xp)Pn (xl, ... ,xp)Qm (xl, .. ·,xp) + S:"" dXp'''S:"" dX2 

Re(c) +j<O 

X L w( j,X2""'Xp )P" ( - X ~ + ic + ij,x2, ... ,xp ) Qm ( - X ~ + ic + ij,x2,· .. ,xP ), 
j=O 

(2.9) 

(2.10) 

and similarly for Pn 'Qm' Pn 'Pm, and Qn ·Qm. Having verified the norm ofthe weight function it then follows by the same 
proof as for the purely continuous family4 that these inner products satisfy biorthogonality relations (1.22). 

Formula (2.10) also yields a simpler and even more interesting mixed type inner product. Takec + d = -!::.I + E, where 
!::.I isa non-negative integer, divide the biorthogonality relations (1.22) by f(c + d) = r( - !::.I + E), and then take the limit 
E ..... O. The first purely continuous term in (2.10) vanishes because l/f ( - !::.I + E) ..... 0 but the second mixed term survives 
leaving (writing XI in place ofj ) 

- - p - -
P(I)'Q(l)=P(l)'Q(I)=A(I) II /j P(l)·P(l)=Q(I)·Q(l)=O if N...J.M, 

n m n m n "kmk' n m n m , r 
k=1 

where the mixed weight function and normalization constant are given by 

w(l)(xl, ... ,xP) = f(a, + d +!::.I - XI - iX~ )f(b, + c + XI + iX~) LU2 f(ak + iXk )f(bk - iXk) ] 

x(f(A + c + XI») (f(B + d +!::.I - XI») (fO + 2d + 2!::., - 2x1») 
r(A+c) r(B+d) fO+2d+2!::.,-x,) 

x( r(2d +!::.I - XI) ) (!::.I) ( _ 1)x" 
r(2d + 2!::., - 2x, ) XI 

A ~l) = (21T)P-1 [IT r(nk + ak + bk )nk!] !::.I! ( - 1)N(A + c)N(B + d)N 
k=1 (!::.,- N )! 

X f(N+A+d)f(N+B+c) , 
(2N +A +B+ c+d -1)f(N +A +B+c +d -1) 

and the polynomials are defined as 

P~l)(XI, ... ,Xp)=Pn( -X~ +iC+IXI,X2, ... ,xP)' N=0,1,2, ... ,oo, 

P~I)(XI, ... ,Xp)=Pn( -X~ +ic+ix l ,X2 , ... ,xP)' N=0,1,2, ... ,oo, 

Q ~I)(XI'''''XP) =Qn ( - X~ + ic + ix l"X2, ... ,xp), O<.N<.!::. I' 

Q~I)(XI, ... ,xp)=Qn( -X~ +iC+UI,X2 , ... ,xp), O<.N<,!::." 

(2.11 ) 

(2.12) 

(2.13 ) 

(2.14) 

with c + d = - !::.I' These biorthogonality relations can be verified independently of the limiting procedure. To calculate the 
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not;m of the weight function one uses (2.4) and induction to perform the X 2,X3, ... ,xp integrations and then the following 
summation theorem:3 

F ( 2a,a + l,a + /3,a + r,a + 8 '1) 
5 4 a,a /3+ l,a r+ l,a-8+ l' 

_ r(a-/3+ 1)r(a-r+ 1)r(a 
r( 2a + 1) r ( - /3 r + l)r ( 

8+ 1)r( -a-/3-r- 8 + 1), Re(a+/3+r+8)<1, 
/3-8+ 1)r( -r-8+ 1) 

(2.15 ) 

to evaluate the x I sum. Having calculated the norm the biorthogonality relations can then be verified in the same manner as 
was proved for the purely continuous family.4 Also, some of the original restrictions in (2.1) can be removed from (2.11) 
leaving only 

Re(al,a2, ... ,ap,bl,b2, ... ,bp,d) >0. Re(b, + c) >0, C + d = - AI' (2.16) 

where recall Al is a non-negative integer. 
We consider a further generalization of (2.11 )-(2.14) by also allowing some or all of the a parameters to have negative 

real parts. The parameter domain in this case is defined by 

Re(a l ,a2, ... ,ar ) <0, Re(ar + 1, ... ,ap,b l .... ,bp.d) >0, 

Re(b,+c»O, Re(A~ +d»O, c+d= -AI' (2.17) 

Re(a2, ... ,ar ), a2 + b2, ... ,ar + br #0, 1, - 2, ... , r = 1,2, ... ,p, 

for which the contours C2, ... ,Cr , that in (2.11) were on the real axes, are here deformed to pass underneath the increasing 
sequences of poles Xk = iak + ijk,jk = 0,1,2, ... ,k = 2,3, .... r, while still passing above the decreasing sequences. We further­
more choose these contours sufficiently close to (and under) iak' k = 2,3, ... ,r, so that Re(a , + d - iX;) > 0, which is always 
possible in light of the restriction Re(A ~ + d) > 0. In this case the remaining contours Cr + 1 , .... Cp can be chosen to lie on the 
real axes. The norm of the weight function is calculated in the same manner as was done for (2.11 ). That is, one uses (2.4 ) and 
induction to perform the X 2 ..... X p integrations and then the 5F4 summation theorem (2.15) to evaluate the x I sum resulting in 
(2.13) withN = 0. Having verified the norm one can then prove the biorthogonality relations (2.11) in the same manner as 
was done for the purely continuous family.4 but with the more general inner product defined above or as re-expressed in 
(2.18). 

The contour integrals can be transformed to discrete sums and real integrations by deforming C2,,,,,Cr to the real axes 
plus closed loops about a finite number of poles and then evaluating the latter by the method of residues. The inner product of 
the polynomials can then be schematically written as 

.1, 
X L W(I)(Xl, ... ,Xp)P~I)(XI, ... ,XP)Q~)(XI""'Xp)' (2.18 ) 

x,=O 

and similarly for P ~I).Q ~l, P ~I).p~), and Q ~l).Q ~l, where res(xk ) denotes the residue at X k • The right side of (2.18) 
represents a multitude of mixed type terms involving integrations over the real axes and finite discrete sums. 

-Thisexmnple, -which is a generalization ofa limit case of (2.10) has itself an interesting limit case. 'Set ak '+ bk 

= - Ak + E, k = 2,3, ... ,r, where Ak are non-negative integers, divide the biorthogonality relations by llk = 2 r(ak + bk ) 

= ll~ 2 r( - Ak + E), and then take the limit E-+O, Since lIr( - Ak + E) -+0 the only term in (2.18) that survives is the 
one with r discrete sums leaving (writing X2'''''Xr in place ofj2, ... ,jr and transforming xl-+A I - XI) 

f
a> fa> .1r .1,.1, 

P~2)'Q;;)= _ "" dxp'" _ "" dXr+ I x~o'" x~o x~o W(2)(X I,···,xp )P~2)(XI,· .. ,Xp)Q ;;)(xl, ... ,xP), 

(2.19) 

P~2)'Q;;)=p~2)'Q;;)=A~2) IT 8~kmk' P~2)'P;;)=Q~2)'Q;;) 0, if N#M, 
k=1 

where the weight function, normalization constant, and polynomials are given by 
(2)( ) W xl, ... ,xp 

=[tr (Ak)] [ IT r(ak+iXk)r(bk-iXk)]r(A~+d+X~ iX~+I)r(B~+c+A~-XI+iX~+I) 
k I Xk k=r+1 

x(r(A +c+ AI -XI») (r(B+d +XI») ( r(1 + 2d + 2x1) ) (r(2d +X1») (_1).1, x,, (2.20) 
r(A+c) r(B+d) r(1+2d+A I +x l ) r(2d+2xl) 

A ~2) = (21TV- r r(n l + al + b l )nl![ tr Ak! nk!( - 1 )nk] [ IT r(nk + ak + bk )nk!] 
k 2 (Ak-nd! k=r+l 
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x al! (-l)N(A+c) (B+d)N nN+A+d)nN+B+e) , 
(al-N)! N (2N+A+B+e+d-l)nN+A+B+e+d-1) 

(2.21 ) 

P~2)(XI""'Xp) ='Pn ( - iA ~ - iX~ - X~+ I - id,ia2 + ix2, ... ,ia, + ix"x,+ I , ... ,xp)' 

P~2)(XI, ... ,Xp)='Pn (- iA; - iX~ -X~+ 1- id,ia2 + ix2, ... ,ia, + ix"x,+ 1""'Xp), 

O,nk,ak, k=2,3, ... ,r, nl,n'+I, ... ,np =0,1,2, ... ,00, 
(2.22) 

Q (2) ( ) - Q ( iA ' 'X" XP 'd .. . ) n xl,· .. ,xp = n - 2 - I I - ,+ I - I ,la2 + lX2,· .. ,a, + lX"X,+ I , ... ,xp , 

-Q(2)( )- -Q ( iA' 'X' XP 'd" . ) n xI,· .. ,xp = n - 2 - I I - ,+ I - I ,la2 + lX2,· .. ,a, + lX"X,+ I , ... ,xp , 

withe + d = - al andak + bk = - ak , k = 2,3, ... ,r. As an independent verification of the norm of the weight function one 
uses (2.4) and induction to evaluate the X,+ I , ... ,xp integrations, the following summation theorem6 to perform the X2 , ... ,X, 
sums, 

(
a,P(J)· ·P(p)· ) r(y)r(y-a-p(()- ... _pep»~ FI:I: ... :I . , ... , , 1,1, ... ,1 = , 

1.0 •...• 0 ._ •• _. r( )r( p(J) ••• PcP»~ y. , ... , , y - a y - - -
(2.23 ) 

and then theorem (2.15) to evaluate the remaining X. sum, resulting in (2.21) with N = 0. The biorthogonality relations 
(2.19) can then be independently verified in the manner described for the purely continuous family.4 Also, the restriction 
Re(a2, ... ,a,) ;60, - 1, - 2, ... , is removable from (2.19)-(2.22). 

Returning to the purely continuous family ( 1.22 )-( 1.24) we consider another mixed type generalization arising from the 
following parameter domain: 

Re(a l,a2, ... ,a,) < 0, Re(a,+ I ,a,+ 2 , ... ,ap,bl,b2 , ... ,bp,e,d) > 0, 

Re(A ~ + A), Re(A ~ + e), Re(A ~ + d) > 0, r = 1,2, ... ,p - 1, . (2.24) 

Re(a l,a2, ... ,a,), a l + bl,a2 + b2, ... ,a, + b,;60, - 1, - 2, ... , 

for which the first r contours C I, C2, ••• , C, are deformed below the real axes to pass underneath the increasing sequences of poles 
x k = iak + ijk' k = 1,2, ... ,r,jk = 0,1,2, ... , while still passing above the decreasing sequences. If these are chosen sufficiently 
close to (and under) iak' k = 1,2, ... ,rthen the remaining contours C,+ I , ... ,Cp can be chosen to lie on the real axes. 

To show that these contours give (1.23) with N = ° for the norm of the weight function we begin with a change of 
variables from XI,X2, ... ,xp to XI'X2' ... ,x" X~+ I ,X,+ 2""'Xp yielding 

1 dX I"'1 dx, f"" dx,+ I" ·f"" dxp w(xI, .. ·,Xp) 
c. c,. - 00 - 00 

=1 dx·,,·1 dX,[ IT nak +ixk)nbk -iXk)] 
c, c, k= I 

xf"" dXP r(A - iX)r(l! + iX)ne + iX)ne - iX)nd + iX)nd - iX) 
_ "" ,+ I n2iX)r( - 2iX) 

X f:"" dX'+2·"f:"" dxp na,+1 +iX~+1 -iX~+2)nbr+1 -iX~+1 +iX~+2) 

xLit2 nak +ixk)nbk -iXd], 

and then the Xr+ 2""'Xp integrations are performed by using (2.4) and induction leading to 

1 dx l " -1 dXr f"" dXr+ I .. ·f"" dxp w(xl, .. ·,xp) 
c. C r - 00 - 00 

= (21T)p-r-l[ IT nak +bk)][r(A~+1 +B~+I)]-li dx l '" r dXr [IT r(ak +ixk)nbk -iXk )] 
k=r+1 C, Jc, k=1 

X L"""" dX~+ I nA ~+ I + iX~+ I )r(B~+ I - iX~+ I )nA - iX)r(B + iX) 

X ne + iX)ne - iX)nd + iX)nd - iX) . 
r(2iX)r( - 2iX) 

Another change of variables from xI, ... ,xr, X~+ I to X,xl, ... ,xr then transforms this into 
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r dx,'" r dx, f"" dx,+," ·f"" dxp w(x" ... ,xp) Jet Jc,. - 00 - 00 

= (21TY- ,-, [IT r(a + b )] r dX r(A - iX)r(B + iX)r(c + iX)r(c - iX)r(d + iX)r(d - iX) 
r(A~+, +B~+,) k=,+1 k k Jc r(2iX)r( -2iX) 

(2.27) 

where C passes underneath iA ~ . The contours C" ... ,C" which recall pass underneath the increasing sequences x k = ia k + Uk' 
k = 1,2, ... ,r,jk = 0,1,2, ... , are assumed to pass sufficiently close to (and under) iak, k = 1,2, ... ,r so that Re(A ~+ 1 - iX~) 

>0, which is possible on account ofRe(A ~ + A) > O. AlsoRe(B~+ 1 + iX~) > o since Re(b" ... ,bp) > OandX~ has negative 
or zero imaginary part. In this case the sequences of poles in the variable X do not cross the real axis and so C can be deformed 
to this axis. With X real the XI""'Xr integrations can then be performed by (2.4) and induction giving 

= (21TY-ILul r(ak + bd] [r(A + B) ]-1 I:"" dXr(A + iX)r(A - iX)r(B + iX)r(B - iX) 

X r(c + iX)r(c - iX)r(d + iX)r(d - iX) 
r(2iX)r( - 2iX) , 

(2.28) 

which is simply proportional to the single variable integral given by (1.2)-( 1.4) with n = m = O. Using this result in (2.28) 
then yields the multivariable norm (1.23) with N = O. Having verified the norm the biorthogonality relations (1.22) then 
follow by the same proof as for the purely continuous family, 4 but with the more general inner product defined above or as re­
expressed in (2.30). 

As before the contour integrals in the left of (2.28) can be expressed as multiple finite sums and real integrations by 
deforming C1,C2"",Cr to the real axes plus closed loops about a finite number of poles and then evaluating the latter by the 
method of residues. The norm can then be schematically written as 

(2.29) 

representing a multitude of mixed type terms involving real integrations and finite discrete sums. Accordingly the inner 
product of the polynomials becomes 

Pn 'Qm =(1)1 {I:"" dXk + (217'0 Re(~:~:k<O res(xk = iak + Uk)}) 

X I:"" dxr+,···I:"" dxp W(XI, ... ,Xp)Pn (xl, ... ,Xp)Qm (xl,···,Xp), (2.30) 

and similarly for Pn 'Qm, Pn 'Pm , and Qn ·Qm· 
Formula (2.30) also yields a much simpler mixed type inner product. Set ak + bk = - tJ..k + E, k = 1,2, ... ,r, where tJ..k 

are non-negative integers, dividethebiorthogonality relations (1.22) by II~= 1 r(ak + bk ) = II~= 1 r( - tJ..k + E), and then 
take the limit E .... O. The only term in (2.30) that survives is the one with r discrete sums leaving (writingx"""xr in place of 
j,,···,jr) 

(2.31) 
- - p - -

p(3)'Q(3) =P(3)'Q(3) =.il.(3) II l) p(3)'P(3)=Q(3)'Q(3)=0 if N-'-M 
n m n m n nkmk' n m n m , -r-, 

k=1 

where the mixed weight function and normalization constant are given by (tJ..~ =.I~ = 1 tJ.. k ) 
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W(3)(X I,···,xp) 

= [IT (Il.k)] [ fr r(ak + iXk )r(bk - iXk )]r(A + A ~ + X~ - iX~+ I )r(B + B ~ + Il.~ - X~ + iX~+ I) 
k=1 Xk k=r+1 

Xr(c + B~ + Il.~ -X~ + iX~+ I )r(c +A ~ +Xf- iX~+ d 
r(d+B~ +Il.~ -X~ +iX~+I)r(d+A~ +X~ -iX~+I) 

X , 
r(2B~ + 21l.~ - 2X~ + 2iX~+ I )r(2A ~ + 2X~ - 2iX~+ I) 

(2.32) 

A. ~3) = 2(21T)P- r[ IT Il.kl nkl( - 1)n.] [ fr r(nk + ak + bk )nkl] 
k=I(ll.k-ndl k=r+1 

r(N +A + c)r(N +A +d)r(N +B+ c)r(N +B+d)r(N + c+ d) X , 
(2N +A +B+c +d-1)r(N +A +B+c+ d -1) 

(2.33) 

and the polynomials are defined as 

P ~3) (xl, ... ,xp) =Pn (ia l + ixl, ... ,iar + ix"xr+ I , ... ,xp)' 

P ~3)(XI'''''XP) =Pn (ia l + ixl, ... ,iar + ixr,xr+ I , ... ,xp), 
(2.34) 

Q ~3)(XI""'XP) =Qn (fa l + Vel, .. ·,iar + ixr,xr+ I , ... ,xp)' nr + I, ... ,np = 0,1,2, ... ,00, 

Q ~3) (xl, ... ,xp ) =Qn (ia l + ixl, ... ,iar + ixr,xr+ I , ... ,xp), 

where the indicated range of the indices applies to all four families. 
These results can also be verified independently of the limit. To calculate the norm of the weight function begin with a 

change of variables fromxr+ I , ... ,xp toX~+ I ,xr+ 2'''''Xp and use (2.4) and induction to evaluate thexr + 2'''''Xp integrations. 
This gives 

x~o"'x~of:oo dxr+I· .. f:oo dxp W(3)(X I, .. ·,xp) 

= (;1T)P-r-pl [fr r(ak +bk )] r .. , i [IT (Il.k)] 
r(A r + 1 +B r+ l ) k=r+1 x,=O x,=O k=1 Xk 

X f: 00 dX~+ I r(A ~+ 1 + iX~+ I )r(B~+ I - iX~+ I) 

Xr(A +A ~ +X~ - iX~+ I )r(B +B~ + Il.~ -X~ + iX~+ I )r(c +B~ + Il.~ -X~ + iX~+ I) 

r r . p r(d+B~ +Il.~ -X~ +iX~+I) r(d+A~ +X~ -iX~+I) 
Xr(c+A I +XI -IXr+l ) , 

r(2B~ + 21l.~ - 2X~ + 2iX~+ I) r(2A ~ + 2X~ - 2iX~+ I) 

which by a further change of variable fromX~+ I to Z=X~+ I + i(A ~ + X~) becomes 

x~o'''x~of:oo dxr+I· .. f:oo dxp W(3)(X I, ... ,xp ) 

= (;1T)P - r-pl [fr r(ak + bk )] r ... i [IT (Il.k)] 
r(A r + 1 +B r+ l ) k=r+1 x,=o x,=O k=1 Xk 

X r dZ r(A + X~ + iZ)r(B + Il.~ - X~ - iZ) 
JC(X,) 

r(A - iZ)r(B + iZ)r(c + iZ)r(c - iZ)r(d + iZ)r(d - iZ) X , 
r(2iZ)r( - 2iZ) 

(2.35) 

(2.36) 

where the contours C(X~), X~ = 0,1,2, ... ,1l.~ run parallel to the real axis with imaginary part i(A ~ + X~). Taking into 
account (2.24) one finds that no poles of the integrand lie in the region bQunded by and including C(X ~ ) and the real axis. In 
this case each of the contours C(X ~ ) can be deformed to the real axis and the integral can be brought outside of the mUltiple 
sums. The latter are then evaluated by theorem (2.23) resulting in 

(2.37) 
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which is proportional to the single variable integral given by (1.2)-( 1.4) with n = m = O. Using this result in (2.37) then 
confirms the norm as given by (2.33) withN = O. The biorthogonality relations (2.31) are then verified in the same manner as 
for the purely continuous family.4 Also, the restriction Re(a l,a2, ... ,ar ) #0, - 1, - 2, ... is removable from (2.31)-(2.34). 

III. MUL TIVARIABLE BIORTHOGONAL RACAH POLYNOMIALS 
The mixed type family (2.31), which is a limit case of (2.30), requires that at least one of the a parameters have a positive 

real part. We consider a further generalization where all ofthe a parameters have negative real parts. Choosing r = p - 1 in 
(2.31) we then define the parameter domain as 

Re(a l,a2, ... ,ap) <0, Re(b l,b2, ... ,bp,c,d), Re(Af-l+c), Re(Af-l+d»O, 

2A, A+B, A+c, A+d, Re(A+Af- I ), Re(ap)' ap +bp#0,-I,-2, ... , (3.1) 

ak + bk = -11k' k = 1,2, ... ,p - 1, 

for which thexp contour Cp, which in (2.31) was on the real axis, is here deformed to pass underneath the increasing sequence 
xp = iap + ijp,jp = 0,1,2, ... and above the decreasing sequencexp = - iA - iA f- 1_ ij,j = 0,1,2, ... while still passing above 
and below the remaining decreasing and increasing sequences, respectively. 

To evaluate the norm of the weight function one begins with a change of variable fromxp to Z:=xp + i(A f- 1+ Xf-I) 
giving 

(3.2) 

and then the contours C(Xf- I ), Xf- I = 0,1,2, ... ,l1f-1 are deformed back to the real axes but with indentations to pass 
underneath the increasing sequence Z = iA + ij,j = 0,1,2, ... and above the decreasing sequence Z = - iA - ij,j = 0,1,2, ... 
while still passing above and below the remaining decreasing and increasing sequences, respectively. The mUltiple sums can 
then be brought inside the integral and evaluated by theorem (2.23) resulting in 

A, Ap _' i 
X~O" 'xp~=O C

p 
dxp W(3)(X I, ... ,xP ) 

= r(ap + bp) i dZ r(A + iZ)r(A - iZ) 
r(A +B) C 

X r(B + iZ)r(B - iz)ri~2~;~i~~ ;;~~)r(d + iZ)r(d - iZ) , (3.3 ) 

which is proportional to the single variable integral given by (1.2)-( 1.4) with n = m = O. Substituting this result into (3.3) 
then yields the norm defined by (2.33) with r = p - 1 and N = O. The biorthogonality relations (2.31) then once again follow 
in the same manner as was proved for the purely continuous family4 but with the inner product defined above or as expressed 
in (3.5). 

Deforming Cp to the real axis plus closed loops about a finite number of poles and then evaluating the latter by the method 
of residues allows us to write schematically 

i f
oo Re(ap)+jp<O Re(A+A\,-')+j<o 

c

p

dxp = -00 dXp +(21Ti) jp'2;o res(xp =iap +ijp)-(21Ti) i~o res(xp= -iA-iAf-l_ij), 

(3.4 ) 

and then the inner product of the polynomials can be expressed as 

A, A p_' {fOO Re(ap) + jp<O 

P~3)'Q !:):= x~o" 'xp~=o _ 00 dxp + (21Ti) jp'2;o res(xp = iap + ijp) 

Re(A+A\,-')+j<o } 

(2 .) ~ (-',; ·,;p-I .. ) (3)( )p(3)( )Q(3)( ) - 1TI /~O res Xp - - 1/1 - 1/1 I -lj W XI'''''Xp n XI, .. ·,Xp m X ..... ,Xp , 

(3.5) 
and similarly for P ~3).p!:), Q ~3). Q!:), and P ~3). Q!:). 

Formula (3.5) has a limit to a purely discrete inner product. Take ap + bp = - I1p + E, where I1p is a non-negative 
integer, divide by r(ap + bp) = r( -l1p + E) and then take the limit E-+O. The two purely discrete terms survive giving 
(writing xp in place ofjp) 
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p(3)'Q(3) 
lim n m 

e-O r( -Ilp + €) 

= (21T) x~o' "x~JlJI (~:)] 
Xr(2A +X)r(B -A -X) r(c +A +X)r(c -A -X)r(d +A +X)r(d -A -X) 

r(2A + 2X)r( - 2A - 2X) 

Xp~3) (xl,. .. ,xp- I,iap + ixp)Q !,;)(xl, ... ,xp- l>iap + ixp) 

~, ~P+I ~+X~-I [P-I (Ilk)] Il! ~+~ 
+ (21T) L ... L L II p-1 : . p-1 (- 1) P 

x,=o Xp_I=O j=O k=1 Xk (Il+XI -J)!(j-X I )! 

Xr(2A + j)r(B -A + M- I 
- j)r(c +A _XI{-I + j)r(c -A +XI{-I - j) 

r(d+A _XI{-I +j)r(d-A +XI{-I_j) 
X---------------------------------

r(2A - 2X1{-1 + 2j)r( - 2A + 2XI{-1 - 2j) 

XP~3)(XI,,,,,XP-I' - iA - iA I{-I - ij)Q !,;)(xl, ... ,Xp- I' - iA - iA I{-I - ij), (3.6) 

and in tum one can show that these two terms are equal. To demonstrate this make a change of summation index in the second 
term, j-+j + XI{- I, substitute representations (1.15) and (1.17) for Pn (x) and Qm (x), and then .use theorem (2.23) to 
evaluate the x I'X2" .. ,xp _ I sums. This leaves only the j sum but if (2.23) is used again with a different choice of parameters this 
can be re-expressed as a multiple sum that is equal to the first term in (3.6). The inner product can then be taken as twice the 
first term 

p(3)'Q(3) 
lim n m 

e-O r( - IIp + €) 

= (41T) x~o" ·x~o LUI (~:) ]r(2A + X)r(B - A - X) 

X r(c +A +X)r(c -A -X)r(d +A +X)r(d -A -X) 

r(2A + 2X)r( - 2A - 2X) 

XP~3)(XI'''''Xp- I ,iap + ixp)Q !,;)(xI"",Xp- I ,iap + ixp)' (3.7) 

and similarly for p~3)'Q!,;), P~3).p!,;>, and Q~3)'Q !,;). The biorthogonality relations (2.31) then yield in this limit, with a 
change in notation, 

Rn' Wm == }' p(xI,,,,,xp )Rn (xl, .. ·,xp ) Wm (xl, .. ·,xp ), 
tx;J 

(3.8) 
- - p - -

Rn'Wm =Rn'Wm =An II Dnkmk , Rn'Rm = Wn'Wm =0, if N#M, 
k=1 

where Rn (x), Rn (x), Wn (x), and Wn (x) are the multivariable biorthogonal Racah polynomials and {Xk} denotes the P 
discrete variables x I,X2,,,,,xp' After a customary redefinition of the parameters to a l,a2, ... ,ap' P, D, Y (a == l:~ = I ak) this 
family is given by 

[ 
p r(Xk+ak+1)] (y+D+lh(y/2+D!2+3/2h (P+D+l h (Y+lh) 

p(xl,· .. ,xp ) = II ' 
k=1 r(ak + l)xk! (y/2+D!2+ 1/2h(Y+D-a-p+2)x (y-P+ Ih(D+ l)x 

An = LUI nk!(ak + l)n.] (P+ l)N(Y+ I)N(a-D+p)N(a+p-y+p)N(P+D+ I)N 

(N+a+p+p)N r(Y+D-a-p+2)r( -p-a-p)r(y-p+ l)r(D+ 1) X . , 
(a + P + P + 1) 2N r( y + D + 2) r( - {3) r( y - P - a - P + 1) r( D - a - P + 1) 

Rn(xl, .. ·,xP) = LUI (ak + l)n.] (P+D+ l)N(Y+ I)N 

(
N + a +p+p,x + y+ D + 1: - n l , -XI;"'; - np, -XP) XF 2:2; ... ;2 

2:1; ... ;1 P + D + l,y + l:a l + 1; ... ;a
p 

+ I ' 

Rn(xl, ... ,xP) = LUI (a k + l)n.] (a+p-y+p)N(a-D+p)N 
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.2 .. 2 (N +a +P+p, -X + a - r- 8 +p-l: - nl,xI +al + 1; ... ; - np,xp +ap + 1) XF 2 . •...• 
2:1; ... ;1 +P + s: + + 1 + 1 ' a - r p,a - u p:al ; ... ;ap 

W" (XI, .. ·,Xp) = LUI (ak + 1)".] (X + P + 8 + 1)N(X + r + I)N 

... (-N-p,-x+a-r-8+p-l:-n\,-xl; ... ;-np,-xp) XF 2.2 •...• 2 

2:\; ... ;1 _ N - X - P - 8, - N - X - r:a\ + 1; ... ;ap + 1 ' 

W,,(x\, ... ,xp) = LUI (ak + I)".] (-X+P-r)N( -X-8)N 

" . (- N - PoX + r + 8 + 1: - nl,x I + a l + 1; ... ; - np, Xp + ap + 1) XF 2.2 •...• 2 

2:1; ... ;1 -N+X+r-P+ 1,-N+X+8+ l:a l + l; ... ;ap + 1 ' 

(3.12) 

(3.13) 

(3.14) 

which according to the present derivation satisfy relations (3.8) when ak + 1 = - ilk' k = 1,2, ... ,p, and the{x k}sum is over 
the region O<Xk <ilk' k = 1,2, .... p. As an independent evaluation of the norm of the weight function one uses theorem (2.23) 
to perform thex1, ... ,xp _ 1 summations at constant X and then (2.15) to evaluate the X sum resulting in (3.10) with N = O. 
The biorthogonality relations (3.8) can then be independently verified in the same manner as for the purely continuous 
family4 apart from a redefinition of the parameters. In this way one finds that (3.8) are also valid for P + 8 + 1 or 
r + 1 = - ilp + I' where ilp + 1 is another non-negative integer, and in this case the {Xk} sum is over the region O<X <ilp + 1 • 

Another possibility is to have a combination of P + 8 + 1 or r + 1 = - ilp + 1 and only a subset of the a parameters satisfying 
ak + 1 = - Ak. These different possibilities and the corresponding regions of the {Xk} sums are summarized below: 

and 

ak + 1 = - ilk' k = 1,2, ... ,p, O<Xk <ilk' 

P+8+ 1 or r+ 1 = -Ap+1> O<X<ilp+l, 

P + 8 + 1 or r + 1 = - Ap + I , 

ak+1= -Ak, keS!,;(1,2, ... ,p), (O<xk<ilk)n(O<X<ilp+ I )' 

(3.15 ) 

In the special case of a single variable all four families of polynomials (3.11) - ( 3.14) reduce, through a transformation 
formula satisfied by the 4F3( 1) hypergeometric function, to (1.9) and the biorthogonality relations (3.8) reduce to the single 
orthogonality relation (1.10). 

Alternatively one could have chosen the inner product to be twice the second term in (3.6), which leads to a different but 
within a change of variables equivalent family. 

Another inequivalent multivariable generalizaiton of the Racah polynomials has been studied by Gustafson.7 These are 
closely related to the so-called U(n) multivariable hypergeometric series introduced by Holman et al.s and Holman,9 and 
which have been q extended by Milne. 10-15 Gustafson's polynomials are associated with a different weight function than (3.9) 
and are orthogonal as opposed to biorthogonal. The difference in these two families is a reflection of the distinct hypergeome­
tric series to which they are related, the Kampe de Feriet series (1.19) in the present case and the U(n) series in Gustafson's 
case. 

IV. MULTIVARIABLE BIORTHOGONAL HAHN AND DUAL HAHN POLYNOMIALS 
In analogy with the single variable case there is an interesting limit to a family of multivariable Hahn polynomials. These 

are obtained upon dividing the Racah polynomials by 8N and taking the limit 8-- 00. The first two familiesR" (x) and R" (x) 

limit to the same Hahn polynomials Hn (x) while W" (x) and W" (x) limit to the same biorthogonal counterparts li" (x), 

lim 8- NR,,(x) = lim 8-NJi" (x) = [fI (ak + n".] (r+ l) NH n (x), 
6- 00 6- 00 k = 1 

lim 8- NWn (x) = lim 8- NW,,(x) = [fI (ak + 1)".] (r+ l)Nli,,(X), 
6- 00 6- 00 k = I 

(r + 1)x 

(r-P+ 1)x ' 

where H" (x) and li" (x) are given by 
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_ 1:2; ... ;2 (N + a + P + p: - n l , - XI;'''; - np , - X p ) 
Hn(x} -FH '1 

. ..... r+ l:a l + I; ... ;ap + 1 

N (a +P- r+p}N 1.2"2 (N + a +P+p: - nl,xl +al + 1; ... ; - np,xp +ap + 1) 
= (- I) FI;(::;I , 

(r+ I}N a+p- r+p:al + I; ... ;ap + 1 

- _ (X + r+ l)N 1:2; ... ;2 (- N -{:J: - n l, -XI;"'; - np, -Xp) 
Hn (X) - F 1:1; ... ;1 

(r+ I}N -N-X-r:al + 1; ... ;ap + 1 

_ N ( - X + P - rh 1:2; ... ;2 (- N - p: - nl,xl + a l + 1; ... ; - np,xp + a p + 1) 
- (-I) FI:I; ... ;I . 

(r+ l)N -N +X + r-{:J+ l:a l + 1; ... ;ap + 1 

. These satisfy the biorthogonality relations 

where the {xk } sum is over one of the regions 

ak + 1 = - !:J.k' k = 1,2, ... ,p, O<Xk<!:J.k' 

r+l= -!:J.p+l, O<X<!:J.P+I' 

r+ 1 = - !:J.P+ I and a k + 1 = - !:J.k' keS~(1,2, ... ,p), (O<Xk<!:J.k}n(o..:;X<!:J.p+I )' 

(4.2) 

(4.4) 

These polynomials have already been discussed in detail l6 for the specific case r + 1 = -!:J.p + I and the equivalence of each 
pair of representations in ( 4.2) has been demonstrated. Among other interesting properties these polynomials possess discrete 
Rodrigues formulas. 

Another important limit not yet studied are the multivariable biorthogonal dual Hahn polynomials. These result upon 
dividing the Racah polynomials by {:IN and taking the limitp .... 00. In this case Rn (x}and Wn (x) limit to the same dual Hahn 
family Dn (x) while Rn (x) and Wn (x) limit to the same biorthogonal counterparts Dn (x), 

lim P -NRn(x) = lim P -NWn(X} = [IT (ak + 1)n.] (r+ l) NDn (x), 
P-oo P-oo k= I 

(4.5) 

lim p(x} = [IT nXk +ak + 1)] __ (r----:+:-:/j_+_I_}x_(_y_/2_+_/j-:-/_2_+_3_1_2_h_(_r_+---:-l)_x __ ( _1)x, 
P-oo k=1 nak + l}xk! (rI2 +/)/2+ 1I2h(r+/j-a-p+2h(/j+ l)x 

where Dn (x) and D" (x) are given by 

.. '2 (X + r+ /j + 1: - nl, -XI;"'; - np, -XP) D (x) =F1.2 .... . 
" 1:1; ... ;1 r+ l' + 1" + 1 .al , ••• ,ap 

= F I .2 ..... 2 ( - X - /j)N ... (X + r + /j + 1: - nl,xl + a l + 1; ... ; - np,xp + ap + 1) 
(r+ 1)N 1:1; ... ;1 -N+X+/j+ l:al + 1; ... ;ap + 1 ' 

(4.6) 

- (a-/j+p}N .2 .. (-x+a-r-/j+p-l:-nl,xl+al+l; ... ;-np,xp+ap+l) 
D" (x) = FL:::::~ 

(r+ 1)N a - /j + p:a l + l; ... ;ap + 1 

= (X+r+ ON F:}:::;~ (-x+a-r-/j+p-l:-nl,-xl; ... ;-np,-xp). 
(r+ I}N -N -X - r:al + l; ... ;ap + 1 

The four biorthogonality relations satisfied by the Racah polynomials, in this limit, imply the single relation 
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[rr
P r(Xk +ak + 1)] (y+8+ 1)x(yI2+8!2+3/2h(Y+ Ih( -1)x -> Dn (x)Dm (x) 

to k=l r(ak + l)xk! (y12+8!2+ l/2)x(y+8-a-p+2h(8+ 1)x 

_[ p nk! ](a-8+ p )Nr(Y+8-a- p +2)r(8+1) p - JI (ak+1) nk (y+1)N r(y+8+2)r(8-a-p+1) JJ18nkmk' 
(4.7) 

where the {Xk} sum is again over one ofthe regions given in (4.4). 
To demonstrate the equivalence of the two representations of Dn (x) we first use (2.23) to deduce the identity 

reX + 8 + 1) [ P (nk - jk)] r(N - L + X + 8 + y + 1) r(L - N - y) 
r(X+8+ I-N+J) = 6; JI ~ r(J+X+8+y+ 1) r( -N-y) • 

(4.8) 

wherejk denotes the summation indices in the Kampe de Feriet hypergeometric series (1.19). This is substituted into the 
second expression for Dn (x). the -Uk} and {~} sums are interchanged. and (2.23) is used again to evaluate the former. 
Reversing the remaining {~} sums by transforming ~ -+ n k - ~ then yields the first expression for D n (x) . For the 15 n (x) 
representations one begins instead with the following identity also deduced from (2.23). 

r(N + a - 8 +p) = >[ IT (nk -jk)] r(N -L + a+p -x - 8 - y-l) (r(L +X + y+ 1)). (4.9) 
r(J+a-8+p) (f,j k=l ~ r(J+a+p-X-8-y-1) r(x+y+1). 

Substituting this into the first expression for 15n (x) and proceeding as before then yields the second representation. 
There are also mixed type counterparts to these Hahn and dual Hahn polynomials which are obtained as limit cases of the 

mixed type Wilson polynomials. In (2.19)-(2.22) put 

ak = ak + ~iWk' bk = b k - !iWk' k = 1.2 •...• p. 

x k = Xk' k = 1.2 •...• r. Xk = x k - !wk• k = r + 1 •...• p. (4.10) 

P 

C = c' + !iW, d = d' - !iW, W= L Wk. 
k=l 

divide the polynomials by (iW)N and then take the limit W -+ 00 (and drop the primes). The mixed Wilson families P ~2)(X) 
and P ~2) (x) both limit to the same mixed Hahn polynomials while Q ~2) (x) and Q ~2) (x) limit to the same biorthogonal 
counterparts 

lim (iW) -NP~2)(X) = lim (iW) -NP~2)(X) =H~2)(X). 
W-oo W-oo 

lim (iW)-NQ~2)(X) = lim (iW)-NQ~2)(X) =H~2)(X). (4.11 ) 
W-oo W-oo 

+ X~ - iX~+ 1; - n2• - x2: ... : - n, •. - x,; - n,+ l.'a~+ 1 + ix, + 1 ; ... ; - np.ap + iXp) 

- a2•• ... - a"a,+ 1 + b,+ 1 ... ·.ap + bp 

- X~ + iX~+ 1; - n2• - a2 + X2~'''~ - n". - a, + x,; ~ n~+ 1.b,+ 1 - ix,+ 1 ; ... ; - np.bp - iXp). 

- a2•• ... - a"a,+ 1 + b,+ 1 ..... ap + bp 

( 4.12) 

[rrP ] l'2"2(al-N+l:-nl.A~+d+X~-iX~+I; = (a + b) ( - x ) F' , ... . 
k k nk 1 N 1:1; ... ;1 N l' b . k=l - +x1 + .al + 10 
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- n2, - X2;"'; - nr~ ~ Xr; ~ nr+ I ,ar+ I ~ i~r+ I;"'; - np,ap + iXp) , 

- 602, ••• , - a"ar+ I + br+ I , ••• ,ap + bp 

H(2)'H(2; =..1. (2) rrP {j H(2)'H(2) = Hm'H(2) = 0 if N...J.M 
n m • n "kmk ' n m n m , I' (4.13) 

k=1 

..1.~2) = (21T)p- r r(n l +al +bl)n l![ IT (-ak)nknk!][ IT nnk +ak +bk)nk!] 
k=2 k=r+1 

X al ! nN+A+d)nN+B+c) 

(al-N)! (2N+A+B+c+d-l)r(N+A+B+c+d-l)' 

and the equivalence of each pair of representations in (4.12) follows from (4.2) upon a redefinition of the parameters and a 
change of variables. 

Another mixed type Hahn family is obtained from (2.31 )-(2.34) using the same limiting procedure. That is, transform 
the parameters and variables as in (4.10) and then take the limit W --+ 00. This yields, 

lim (iW) - Np~3)(X) = lim (iW) - NP~3)(X) = H~3)(X), 
W-oo W-oo 

lim (iW)-NQ~3)(X) = lim (iW)-NQ~3)(X) =H~3)(X), 
W-oo W-oo 

lim W(3)(X) = [ IT (a
k
)] [ IT r(ak + iXk )r(bk - iXk )] 

W-oo r(A'+c'+iW)r(B'+d'-iW) k=1 Xk k=r+1 

XnA~ +d+X~ -iX~+I)nB~ +c+a~ -X~ +iX~+I)' 

where the polynomials are given by 

(3) -[rrP ] 1:2; ... ;2(N+A+B+C+d-l:-n l,-xl; 
Hn (x)- k=l(ak+bk)nk (A+d)NFI:I; ... ;1 A+d:-a

l
; 

- n2, - X2;"'; - nr~ ~ Xr; ~ nr+ I ,ar+ I ~ i~r+ I;"'; - np,ap + iXp) 

- 602, ••• , - a"ar+ I + br+ I,···,ap + bp 

=(-I)N[rr
P 

(a +b) ](B+C) FI:2; ... ;2(N+A+B+C+d-l:-nl,-al+XI; 
k=1 k k nk N 1.1 •...• 1 B+c:-a l; 

- n2, - 602 + X2;"'; - nr~ ~ a r +.Xr; - nr+ I ,b~+ ~ - iXr+ I ; ••• ; - np,bp - Up) , 

- 602"", - a"ar+ I + br+ I , ••• ,ap + bp 

- n .. - Xl;"'; - nr' - Xr; - nr+ I ,ar+ I + iXr+ I;"'; - np,ap + iXp) 

+ iX~+ I + 1: - 60 1;",; - ar;ar+ I + br+ I ; ... ;ap + bp 

[ 
P] ( -N-c-d+l: 

=(_l)N rr(ak+bk)nk (c-A~-X~+iX~+I)NF:}:3 -N-c+Ar+xr 
k= I I I 

- n l , - 60 1 + XI;"'; - n" - a r + Xr; - nr+ I ,br+ I - iXr+ I;"'; - np,bp - iXp) 

- iX~+ I + 1: - 60 1;",; - ar;ar+ I + br+ I ; ... ;ap + bp , 

with ak + bk = - a k, k = 1,2, ... ,r, and these satisfy 

H~3)'H~)= f:oo dXp··J:oo dXr+ 1 xto···x%JiI.(~:)]LJtl nak +ixk)nbk -Uk)] 

XnA~ +d+X~ -iX~+I)nB~ +c+a~ -X~ +iX~+I)H~3)(x)H~)(x), 
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- p - -H(3)'H(3) =A (3) II ~ H(3)'H(3) = H(3)'H(3) = 0 if N-J.M 
n m n nkmk' n m n m , I' (4.16) 

k=1 

A ~3) = (21T)P- r[ IT ( - adn.nk!] [ IT r(nk + ak + bk )nk!] ( - 1)N 
k=1 k=r+1 

X r(N +A +d)r(N +B+c)r(N +c+d) 

(2N+A +B+c+d-1)r(N+A +B+c+d-l) 

Notice that the weight function in (4.16) is equivalent to that of the first mixed type Hahn family (4.13); the two families of 
polynomials are however distinct. The equivalence of each pair of representations in (4.15) again follows from (4.2) upon a 
redefinition of the parameters and a change of variables. 

The analogous mixed type dual Hahn family is obtained from (2.31)-(2.34) in the limit d-+ 00. In this casep~3)(X) and 
Q ~3)(X) limit to the same dual Hahn polynomials while P ~3) (x) and Q ~3)(X) limit to the same biorthogonal counterparts 

lim d -Np~3)(X) = lim d -NQ~3)(X) =D~3)(X), 
d-oo d-oo 

lim d -NP!J)(X) = lim d -N Q~3)(X) = D ~3)(X), (4.17) d-oo d-oo 
(3)( ) 

lim ~ = (3)(X) d-oo r2(d) p , 

where 

p(3)(X) = [IT (ak
)][ IT r(ak +iXk)r(bk -Uk)]r(A +A ~ +x~ -iX~+I) 

k=1 Xk k=r+1 

- n l , - XI;"'; - nr~ ~ Xr; -. nr+ I ,ar+ I ~ ~r+ I;"'; - np,ap + iXp) 

- ab ... , - a"ar+ I + br+ I , ... ,ap + bp 

[ 
r ][ P] (A+Ar+xr = II (-ak)nk II (ak+bk)n. (c-A~-X~+iX~+I)NF:t:::i I Ir 

k=1 k=r+1 -N-c+A I 

- iX~+ I : ~ nl> - a l + XI;"'; - nr' - a r + Xr; - nr+ I ,br+ I - iXr+ I;"'; - np,bp - Up) 

+X~ -iX~+1 + 1:-a l ; ... ;-ar;ar+ 1 +br+I; ... ;ap +bp , 
(4.18 ) 

-(3) [ r ][ p ] 1:2; ... ;2(B-A~ -X~ +iX~+I: 
Dn (x) = II (-ak)nk II (ak +bdnk (B+C)NFI:I; ... ;I . 

k=1 k=r+1 B+c. 

- n l , - a l + XI;"'; - nr~ ~ a r +.Xr; - nr+ I ,b~+.1 - iXr+ I;"'; - np,bp - iXp) 

- al ,· .. , - a"ar+ I + br+ I, .. ·,ap + bp 

+ iX~+ I : - n l , - XI;"'; - n" - Xr;"'; - nr+ I ,ar+ I + iXr+ I;"'; - np,ap + iXp) 

- X~ + iX~+ I + 1: - a l ; ... ; - ar;ar+ I + br+ I ; ... ;ap + bp , 

with ak + bk = - a k, k = 1,2, ... ,r. These satisfy the biorthogonality relation 

f
oo foo d, d, 

-00 dxp'" -00 dXr+ 1 x~o"'x~/(3)(X)D~3)(X)D!:)(X) 

= 2(21T)P- rLUI ( - a k )n.nk!] Lit I r(nk + ak + bk )nk!]r(N + A + c)r(N + B + c) ill ~n.m.' ( 4.19) 

and the equivalence of each pair of representations in (4.18) follows from (4.6) upon a redefinition of the parameters and a 
change of variables. 

The purely continuous multivariable biorthogonal Hahn l7 and dual Hahn4 polynomials are also known. 
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The unitary irreducible representations of SU(2,1) 
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This paper analyzes the irreducible unitary representations of SU (2,1) in a basis labeled as 
Ip, q;jmy), where p,q correspond to quantum numbers associated with the quadratic and cubic 
Casimir operators, j,m label states of the SU (2) subgroup, and y labels the quantum number 
with respect to the U ( 1) subgroup. All the irreducible representations are found and the 
allowed range of these quantum numbers for each representation are given. The results are 
expressed in the form of diagrams that show the allowed values in a (j,y) plot for fixed values 
ofp,q. A (p,q) plot is also provided that indicates the allowed values ofthese quantum 
numbers. 

I. INTRODUCTION 

Recently it has been shown that noncompact affine cur­
rent algebras can be used as building blocks in the construc­
tion of unitary conformal field theories that describe vacuum 
configurations of string theory.l.2 In this construction it is 
necessary to use unitary representations of noncompact 
groups in which the states are labeled by the eigenvalues of 
the Casimir operators and by the quantum numbers of the 
maximal compact subgroup. Thus, for SU ( 1,1), the labeling 
is lim), where j labels the Casimir and m labels the U ( 1 ) 
subgroup. For SU (2,1 ) the labeling must be done as indicat­
ed in the abstract. In Ref. 2 a construction using harmonic 
oscillators was used in order to analyze some discrete repre­
sentations of SU(N,M), including SU(2,l) and applying 
them in conformal field theory. However, one needs to know 
all the irreducible representations with the complete allowed 
range of the quantum numbers in order to carry out the full 
analysis of the conformal field theory. The most important 
noncompact groups in this application are SU ( 1, 1) and 
SU(2,1 ).2 The SUe 1,1) case is fully understood1

•
2 while for 

SU (2,1) we have results only for certain discrete representa­
tions.2 

The mathematicalliterature3 on noncompact groups is 
mainly developed in the Iwasawa decomposition (that uses 
triangular subgroups) while some mathematical physics Ii­
terature4

•
5 uses still a different basis than the one useful in 

our application. Furthermore, most of the available discus­
sion is limited to the discrete series representations that can 
be much more easily handled in terms of oscillators as in 
Refs. 2 and 6. 

For our application we have thus found it necessary to 
develop the full set of representations in the SU(2) xU(1) 
basis, labeled with the quantum numbers lJJ,q;jmy). This is 
the same basis used for SU (3) in particle physics applica­
tions, and was developed fully by Biedenharn and other au­
thors7 in the case ofSU(3). Actually, SU(2,1) was studied 
in the basis of interest to us sometime ago by Biedenharn,8 

but this work seems to have been forgotten and we became 
. aware of it when it was pointed out to us by the editor after 
submitting our paper to the journal. Our method is similar to 
Refs. 7 and 8, which amounts to methods of quantum me­
chanics applied to the analysis of a system of operators that 
form a Lie algebra. This aproach yields all the unitary repre-

sentations and the allowed range of all quantum numbers as 
demonstrated in this paper. The set of representations that 
we found are considerably larger than those of Ref. 8 due to 
the fact that the authors put a global restriction that we do 
not impose. In our application in conformal field theory 
based on SU (2,1) we need to discuss the covering group and 
hence the global condition of Ref. 8 should not a priori be 
imposed. Hence we discover a much larger set of representa­
tions that were not previously discussed in our basis even for 
ordinary SU(2,l). 

It is useful to point out that, as is well known, all unitary 
representations of SU ( 3) are finite dimensional and can be 
obtained by taking direct products of the fundamental 3 and 
3 representations. The most convenient form corresponds to 

traceless tensors T~:{:""";: with completely symmetrized p 
lower indices and q upper indices. A single lower index 
i = 1,2,3 correponds to three-dimensional fundamental rep­
resentation while a single upper indexj = 1,2,3 is the three­
dimensional complex conjugate representation. The qua­
dratic and cubic Casimir operators have eigenvalues on this 
tensor, and they can be shown to be given in terms of the 
nonnegative integers (p,q). The (p,q) labels that we use for 
SU(2,l) in Ip, q;jmy) correspond to the same ones as the 
SU ( 3 ), except that, as we shall see they take on not only 
integer values, but also other values on the real line as well as 
in the complex plane. When (p,q) are integers, the remain­
ing quantum numbers (j, m, y) take values in different re­
gions for SU (3) or SU (2,1 ) cases, as seen in the plots that we 
obtain. It is instructive to keep in mind the SU (3) case as we 
develop SU (2,1) representations and note the differences, as 
we shall do below. 

II. GENERATORS AND COMMUTATION RULES 

We prefer the matrix form ofSU(2,1) generators, de­
composed according to the maximal compact 
SU(2) XU( 1) subgroup 

A _ (J: + Y /2 
QB - 'Kt 

I a 
(2.1 ) 

where the hypercharge operator Y is the generator of the 
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U ( 1) subgroup and the matrix form of the subgroup SU (2) 
is 

(2.2) 

Furthermore, 

(2.3) 

form a doublet j = 1/2 operator under the SU (2) subgroup 
and carries U ( 1) charge + 1. Thus, the low case letters a,b 
take the values ±~. The Hermitian conjugate of K a is de­
noted as K! = (K t_ 112' K 112) and it forms a row matrix 
that transforms as a doublet under SU (2) from the right and 
has hypercharge - 1. Thus, when an upper index a has the 
value +! the corresponding lower index has the value -!, 
etc. Note the factor of i that appears in the definition of K, K t 
in (2.1). This factor ofiwould be missing if we were consid­
ering SU ( 3) instead of SU (2, 1 ) . 

The commutation rules for both SU (2,1) and SU (3 ) 
may be given in the form 

(2.4) 

from which we may extract 

[ Jo,K ± 112] = ±!K ± \/2' [ Y,K ± 112] = K ± 112 , 

[J +,KI/2] = [J _,K -\/2] = 0 , 

[K\/2,K_1/2] = [Kt_\12,K112] = 0, 

(2.5) 

and the commutation rules among K! with J ± , Jo, Yare 
obtained by taking Hermitian conjugates of those involving 
K a. The commutation rules for SU (3) differ from the above 
only by having the opposite signs on the right-hand side of 
the commutators [K a,K! ]. The origin of this difference is 
the analytic continuation provided by the insertion of the 
factors of i in (2.1). 

A harmonic oscillator representation may be given for 
these generators.2

,6 To do so we introduce annihilation oper­
ators Aa (p) and B(p) and creation operators A ta, B t, with 
their lower and upper indices in one-to-one correspondence 
with the indices above. The labelp = 1,2, ... ,Pis an additional 
index corresponding to P copies of these oscillators, where P 
is an arbitrary positive integer. By taking many copies of 
oscillators we are able to construct more general representa­
tions. For SU (3) all representations may be constructed 
with this method, but for SU (2,1) only certain discrete in­
teger representations can be described with harmonic oscil­
lators, as we shall see below. Thus we can now write for 
SU(2,1) 

1577 J. Math. Phys., Vol. 31, No.7, July 1990 

J~ = L (A ta(p)Ab (p) - !o~A tC(p)Ac (p», 
p 

Y=!(At'A +2BtB+2P), 

Ka= LAta(p)Bt(p), K! = LAa(p)B(p). 
p p 

(2.6) 

It can be checked that these correctly satisfy the SU ( 2, 1 ) 
algebra. For SU (3), Band B t are exchanged in the con­
struction of K, K t and the factor involving 2P is omitted in 
Y. In this paper we will first develop the representations 
generally without using harmonic oscillators. We will then 
compare the more limited harmonic oscillator results to the 
general situation. 

According to quantum mechanics, given an algebra of 
operators as above, we need to choose a maximal number of 
commuting operators that can simultaneously be diagonal­
ized, and then use their eigenvalues in order to provide a 
complete set oflabels in the Hilbert space. The obvious can­
didates include Y, Jo, which form the Cartan subalgebra, the 
quadratic Casimir operator for SU(2) given by 
JoJ = ! Tr(J)2, and the quadratic and cubic Casimir opera­
tors of SU (2,1) given by 

C2 =! Tr Q2=! Tr Q T' 

=JoJ+~Y(Y-2) -KaK! 

=JoJ+~Y(Y+2) -K!Ka, 

C3 = (1/3!)Tr{Q3 + Q T'} 

=JoJ(Y+ 1) -!Y(Y+ I)(Y+2) 

- K! (J~ - o~ )K b + !K! YKa 

=JoJ(Y-1) -!Y(Y-l)(Y-2) 

_ (Ja _ oa )KbKt + \YKaKt 
b b a 2 a' 

(2.7) 

(2.8) 

where Q t is the transpose of the matrix Q. In the two forms 
of the Casimir operators we have used the commutation 
rules in order to move either K or K t to the right. For SU (3), 

the Casimir operators differ from the above because they 
have minus signs in front of all the terms involving K,K t. 

The eigenvalue of the SU(2) Casimir operator will be 
parametrized as usual by JoJ = j(j + 1), while the eigenval­
ues of the SU (2,1) Casimir operators will be parametrized 
by 

C2 = P + q + ~(p2 + pq + q2) 

= - 1 - (x\x2 + XzX3 + x 3x\) , (2.9) 

where 

X\ = - (p + 2q + 3 )/3, 

X 2 = (q - p)/3, (2.10) 

X3 = (2p + q + 3 )/3. 

Note that X\ + X 2 + X3 = 0, which reduces the independent 
parameters to two among the (x \,X2,x3)' As we shall see, the 
X\,X2,X3 parametrization will be handy in our analysis al-
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though this parametrization is equivalent to that of (p,q). As 
already mentioned earlier, for SU (3) the integers (p,q) are 
related to the rank of the tensor, but for SU (2,1) their values 
will differ significantly from SU (3) and they have no tensor 
interpretation. 

III. UNITARITY CONDITIONS 

The five mutually commuting operators (C3, C2; JoJ, 
Jo, Y) are simultaneouly diagonal on the states labeled by 11', 
q;jmy), where (m,y) are the eigenvalues of (Jo, Y) that form 
the Cartan subalgebra, while the eigenvalues of the Casimirs 
have been parametrized above. Our task is to determine the 
action of the remaining generators on these states and obtain 
the allowed values of (p, q,j, m,y) so that this basis provides 
a unitary representation ofSU (2,1). Unitarity demands that 
the generators (or their matrix representations in this basis) 
are Hermitian and that the norms of all states are positive. 
From the Hermiticity of the SU (2) xU ( 1) generators we 
already know that the eigenvalues (j, m, y) must be real. As 
we shall see later the half-integer values ofj and the values of 
y will be required to be within certain ranges depending on 
the values of (p, q). 

Hermiticity of the Casimir operators C2, C3 also re­
quires that their eigenvalues be real, that is, 
X IX2 + X~3 + X 3X I = xTx! + x!xf + xfxT and IX2X 3 

= xTx!xf. In general this is satisfied if either all (Xl' x2, x3 ) 

are real or if one of them is real and the other two are com­
plex conjugates of each other. Thus, (p,q) will generally be 
allowed to be complex. 

There are three possibilities if (p,q) are complex, de­
pending on which X; is real 

p = - 1 - r + is, q = - 1 + r + is (x2 = real), 

p= -1+r-is, q= -1-i2s (x3=real), (3.1) 

p = - 1 + i2s, q = - 1 - r - is (Xl = real) , 

where n =0,1,2,3, ... and as in (4.3), the pointsy=yo at 
j = jo + n/2 are included only if n is an even integer. 

C2 = r2/3 - ~ - 1, C3 = (2r/27) (r + 9~). (3.2) 

When (p,q) are real we can divide the real (p,q) plane into 
six regions that correspond to six possible ways of ordering 
(Xl' X2' x2 ) on the real line. It is evident from (2.9) that any 
one of these regions will produce the same real eigenvalues 
for (C2, C3 ). It is therefore sufficient to take them in the 
region (p> - 1, q> - 1), which corresponds to the order 
Xl <X2<X3• The mapping (p,q)-(C2, C3 ) is evidently 
six to one with the equivalent points 
(AI-A_I-A2-A_2-A3-A_3 as shown in Fig. 1) given 
by 

(p,q) - ( - q - 2, - P - 2), 

-( -p-2,p+q+ 1)-(- (p+q+3),p), (3.3) 

-(p+q+ 1,-q-2)-(q,- (p+q+3», 

with the first factor Al = (p,q) taken in the region (p> 1, 
q> -1). 
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-10 ~ -i -~ -2 0 10 

FIG. 1. The six equivalent points in p-q diagram. The following six points 
are equivalent: AI-A_I-A2-A_2-A3-A_3' Al = (p,q), 
A_I=(-q-2, -p-2); A2=(-p-2,p+q+1), 
A_2= (- (p+ q+ 3),p); A3 = (p+q+ I, -q- 2), 
A_3 = (q, - (p + q + 3», ·graphic parameters Al = (p,q) = (1.5,2.5). 
In this diagram, one can reach A2 and A3 from A I following the dotted lines 
shown. Finally, the other points A _ I' A -2' A _ 3 are obtained by a reflection 
from the solid line that makes a 317"/4 angle with the p axis and passes the 
point (p,q) = ( - I, - 1). 

Although the Lie algebra is represented equally in any 
of these regions of the complex or real (p,q) plane, the global 
properties of the SU(2,1) group representations may very 
well be different in each ofthese regions. [For an example of 
such global properties consider the case of the supplemen­
tary series for SU(1,1) whose Casimir eigenvalue depends 
only on the absolute value of a parameter a which lies in the 
range - l<a<l, but which has global representations that 
differ depending on the sign of a.9

] In this paper we will 
concentrate only on the representations of the Lie algebra 
and will not discuss global properties of the group represen­
tations. Therefore, our discussion will concentrate on the 
region (p> - 1, q> - 1) when (p,q) are real, and the case of 
X 2 = real when (p,q) are complex. We find that we do not 
miss any representations by concentrating in this region pro­
vided we include in our list of representations the complex 
conjugate representations of those discussed below, if they 
are not already included automatically. 

When the unitarity requirements are applied to the 
SU(2) subgroup they yield the familiar results, namely 
m = -j, -j+ 1, ... ,j-l,jandj=O,!, 1,~,2, .... Further­
more, the action of J ± on the states is 

J ± Ipq;jmy) = ~j(j + 1) - m(m ± 1) jpq;j(m ± 1 )y). 

(3.4) 

There remains to figure out the action of K a and K! on 
the states. Since Ka, K! carry "hypercharge" y = 1, - 1, 
respectively, their action on states shifts the eigenvalue y by 
the corresponding amount ( ± 1). Furthermore since, from 
the point of view of SU (2), these are tensor operators with 
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"spin" j = !, we can use the Wigner-Eckhart theorem 10 to 
write their action on the states up to "reduced" matrix ele­
ments in the form, 

K ± 1121P,q;jmy) 
,...---""""':""':'" 

=c+(jy) j~/:~ IIp,q;v+ ~)(m± ~)(y+ 1)) 

±C(jy)~j~jmlp,q;v- ~)(m± ~)(y+ 1)), 
(3.5) 

The reduced matrix elements (c ± ,d ± ) can depend only on 
the quantum numbers (p,qJ,y) since all the m dependence is 
already displayed in the SU(2) Clebsch-Gordan coeffi­
cients (the square roots) dictated by the Wigner-Eckhart 
theorem. In order to obtain these four coefficients we apply 
the [K,Kt ] commutators on the states, use the above formu­
las for acting on an arbitrary state, and further demand that 
the quadratic and cubic Casimir operators be diagonal with 
the eigenvalue parametrized as in Eqs. (2.9) and (2.10). 
These conditions completely fix (c ± ,d ± ). We then find 
that we can parametrize these coefficients in terms of the 
cubic function 

G(x) = (x - XI) (x - x 2 ) (x - x 3 ) 

= x 3 
- (C2 + l)x - C3 , (3.6) 

where (XI' X2' x3 ) are given in terms of (p,q) as in (2.10), 
and x is expressed in terms of (j,y) depending on the coeffi­
cient as follows: 

G(j+y/2 + 1) 

2j+2 

c_v. )=~ -G(-j+y/2) 
~ 2j+ 1 ' 

d (j) = ~ - G( - j + y/2 - 1) 
+~ 2j+2' 

G(j+ y/2) 
2j+ 1 

(3.7) 

It can be verified that this form provides the general repre­
sentation of the SU (2,1) commutation rules on the states. 

Given the reality conditions on (j, m,y) (or x) and the 
reality (or complex) conditions placed on (XI> X2' x3 ) (or 
C2, C3 ) arrived at in the first paragraph of this section, we see 
that in a unitary representation G(x) is real. For unitarity 
we should have positive norms and Hermiticity of matrix 
representations for all generators. Requiring a positive norm 
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(p,q;jmylP',q'ilm'y') = ~pp'~qq~iI~mm'~y)l , (3.8) 

and demanding that the matrix elements of K a be the Hermi­
tian conjugates of those of K!, that is, 

(p,q;jmYIK~ 1121P,qilm'y') 

= «p,qilm'y'IK ± II2IP,q;jmy», (3.9) 

corresponds to insuring that (c ± ,d ± ) be real. This is possi­
ble provided the arguments of each of the four square roots, 
in (3.7) are positive: 

G(j +!y + 1»0, - G( - j + !y»0, 

- G( - j + !y - 1) >0, 

G(j + !y);;;;'0. (3.10) 

This restricts severely the allowed ranges of (p, q,j,y). [For 
SU(3) we need to require the opposite sign for each G(x) 
since we need to multiply it by an extra minus sign. This 
corresponds to mUltiplying (c ± ' d ± ) by a factor of - i 
that is equivalent to removing the factor of i in (2.1).] 

IV. THE SERIES OF IRREDUCIBLE UNITARY 
REPRESENTATIONS 

It is easy to check from (3.5) that each time K,Kt are 
applied on the states the variable x appearing in c ± is in­
creased by 1 or 0, while the argument x appearing in d ± is 
decreased by 1 or O. This implies that in a (j,y) plot the action 
of K,Kt can be seen to correspond to stepping motions along 
straight lines on which the states are designated as discrete 
points, as seen in the plots that we present below. Taking this 
stepping behavior of x into account we examine the inequal­
ities (3.10). It is evident that in order to avoid getting out of 
the allowed region by the aplication of power of K or Kt we 
must require that the stepping operation terminates by satis­
fying 

(4.1) 

Applying this condition with the four types of arguments 
X= (j+y/2+ 1) or (-j+y/2) or (-j+y/2-1) or 
(j + y/2) maps out the boundaries of the allowed regions. In 
all the (j,y) plots below (Fig. 2 and Figs. 3-11) these boun­
daries are indicated as dotted lines. Then, taking into ac­
count the inequalities, we can easily identify graphically the 
regions allowed by the unitarity conditions (3.10). In gen­
eral there will be several disconnected regions allowed by the 
inequalities. However, this is not all. For any given region to 
be unitary, we must also insure that the spin eigenvalues j 
included in that region are half-integer. In all our plots the 
lowest spin state of an allowed region is indicated with a 
heavy dot. [As we shall note later, the irreducible represen­
tations of SU ( 3) as well as SU ( 2, 1) can be both allowed in 
some integer series plots, e.g. in Fig. 3, in which case we label 
the lowest spin state of SU (3) by a circle instead of a heavy 
dot.] In some of the figures there are regions that are ex­
cluded when the spin condition is not satisifed while the 
same figure contains regions that do satisfy the spin condi­
tion. The half-integer spin condition may put restrictions on 
the values of (p,q) beyond those imposed by Hermiticity 
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C2 + I = (r - ;)/3, C3 = 2r(r/9 + ;)/3, *Graphic parameter r = 4.8. 

which was discussed in the beginning of Sec. III. These will 
become evident as we discuss the various possible values of 
(p,q) case by case below. 

A. Principal series, Fig. 2 

When (p,q) are complex as in Eq. (3.1), as already ex­
plained, we will consider only th~ parametrization of which 
X 2 is real since all other cases are equivalent at the algebra 
level. We will refer to this case as the principal series. Since 
Xl + X2 + Xj = 0 we can write Xl = ( - X2 + ip )/2 = X3' so 
that G(x) = [(x + X2/2 ) 2 + p2/4](x - x2) showing that 
the boundaries for G(x) = o arise only from x = x2. [As we 
shall note later, the irreducible representations of SU (3) as 
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well as SU (2,1) can be both allowed in some integer series 
plots, e.g. in Fig. 3, in which case we label the lowest spin 
state of SU (3) by a circle instead of a heavy dot.] For the 
four cases of x indicated in (3.10) we draw the four dotted 
lines in Fig. 2. The region allowed by the inequalities (3.10) 
is shaded by lines that correspond to steps taken by x when 
K,Kt are applied. Recall that K increases the eigenvalue y 
while K t decreases it. The states are the points where these 
lines cross. The state of lowest spin is unique. In this case it 
has the spin-hypercharge (jo, Yo) quantum numbers 

jo = 0, Yo:::;:: 2X2 = 4r/3 , (4.2) 

and is indicated by a heavy dot. The hypercharge Yo is not a 
priori quantized without imposing additional global con­
straints that may be required in physical applications. Note 
that this is not the lowest (or highest state) in the traditional 
sense of weights that are given as the eigenvalues of the Car­
tan generators (m,y). However, this state plays a similar role 
in that all states are obtained from this one by applying K,Kt 
repeatedly. We will call this state the generating state to dis­
tinguish it from the lowest or highest weight states that .will 
appear in some of the plots below. For the principal series the 
generating state does not put new conditions on (p,q) be­
yond those already indicated in (3.,l). The rest of the al­
lowed states have quantum numbers (j,y) 

j = n12, y = Yo - n,yo - n + 2, ... ,yo - 2, [Yo]Yo + 2, 

... ,yo + n - 2,yo + n, (4.3) 

for every non-negative integer n = 0,1,2,3, .... Note that the 
point withy = Yo is included among thej = nl2 states only if 
n is even. 

B. Discrete series of p,q,(p+q) types, Figs. 8, 9(a), 9(b) 

When (p,q) are real as in (3.3), then they are allowed to 
be only as indicated in Fig. 12. Namely, they can take values 
on any vertical line for which p = integer or any horizontal 
line for which q = integer or any slanted line on which 
p + q = integer or they can take values in the shaded re­
gions. It will become apparent how these restrictions arise as 
we discuss each case separately. As already indicated, we 
will restrict our analysis to the quadrant defined by 
(p> - 1, q> - 1). When p is integer and q is not we call the 
representation the p-discrete series. Similarly if q is integer 
and p is not we call it the q-discrete series. Finally, if neither p 
nor q are integers but p + q is an integer, we call it the 
(p + q)-discrete series. These lie in Fig. 12 on any vertical, 
horizontal, slanted line, respectively, but not on any inter­
section of these lines. In addition we need to consider the 
points of intersection and the shaded regions of Fig. 12 
which we will discuss separately. 

First consider the p-discrete series, as in Fig. 9 (a). Here, 
G(x) can vanish when x equals any real Xi' Taking into 
account the four possible expressions of x as in (3.10), we 
draw the 12 dotted lines (six slanted forward and six slanted 
backward) that provide the boundaries. Then we look for 
the regions that satisfy the inequalities (3.10). There are 
three such regions but only in one of them the spin j takes 
non-negative half-integer values thanks to the fact that p is 
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an integer (in considering the 12 boundary lines the half­
integer requirement for the spin was ignored at first). Had p 
not been an integer we would have to discard that region as 
well. This is why (p,q) needs to be on one of the vertical lines 
in Fig. 12 (similarly for the horizontal lines by exchanging 
the roles of p and q). The allowed shaded region is indicated 
in Fig. 9 (a) by lines that correspond to stepping via the gen­
erators K,Kt . Note that in this figure p = 3 corresponds to 
the maximum 3 steps that can be taken by applying purely 
powers of Kt on any state. This is one way of seeing that p 
needs to be an integer. The state with the lowest spin, the 
generating state, is indicated by a heavy dot and has 

jo=O, Yo=2x3=n2p+q+3). (4.4a) 
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There is a state with lowest hypercharge at the bottom of the 
shaded region. This is a spin multiplet that contains the low­
est weight state in the traditional sense. Its coordinates are 

]0 = p/2, Yo = 1 - XI = 2 + (p + 2q)/3. (4.4b) 

The lowest state has m = -] = - p/2. All states may be 
generated from this one (or from the generating state) by 
applying powers of K,Kt . Thus we can characterize all states 
in the p-discrete series by 

ao - nl21 <j<Jo + n12, y = Yo + n, (4.5) 

where n = 0,1,2,3, .... The expression for the limits onj is 
consistent with the figure, but they also can be regarded to 
arise through addition of angular momentum. 

The q-discrete series in Fig. 9(b) is derived with very 
similar arguments. In this case the generating state is identi­
fied as 

( 4.6a) 

The highest state has Yo = 1 + xt>]o = q12, m = q12. All 
the states may be generated either from the generating state 
or from the highest state and they be characterized by 

ao - n121 <j<Jo + n12, y = Yo - n, (4.6b) 

Note that in Fig. 9(b), q = 4 corresponds to the maximum 
four steps that are possible by applying powers of only 
K±1I2' 

The (p + q)-discrete series of Fig. 8 is derived through 
similar procedures as the above two cases but now the al­
lowed region is quite different. The generating state has an 
allowed half-integer spin thanks to the fact that (p + q) is an 
integer. The other regions are excluded because p,q are not 
individually integers. This explains the allowed slanted lines 
in Fig. 12. The generating state is identified as 

jo= (x3-x1 )/2= 1+!<p+q), Yo= -X2=j(P+q), 
(4.7) 

while the set of allowed states is given by 
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j=jo + n/2, Y =Yo - n,yo - n + 2,···,yo - 2,[Yol, 

Yo + 2, .. ·,yo + n - 2,yo + n, (4;8) 

where (r,s) = real. All three parametrizations produce the 
same eigenvalues for (C2, C3 ), 

C_ Integer series 

When both p and q are integers then all three regions 
corresponding to the p-discrete, q-discrete, and (p + q) -dis­
crete series are allowed simultaneously as seen in Fig. 3. 
Thus, in this case the eigenvalues of the Casimir operators do 
not uniquely label the irreducible representations. One must 
in addition supply the region (that is not overlapping with 
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any of the others). The generating states and the highest or 
lowest states as well as the sets of all states have formally the 
same expressions as (4.4 )-( 4.8) except for the fact that both 
p and q are integers. This makes the values of y one-third 
integer in general. 

The center of Fig. 3 contains a finite-dimensional SU (3) 
representation that corresponds to the tensor with p-Iower 
and q-upper indices as mentioned in the Introduction. This is 
not part of the allowed region for SU(2,l) given in (3.10), 
but it is the only allowed region if the orientation of the 
inequalities in (3.10) is reversed, corresponding to SU(3). 
Note that in Fig. 3, P = 4, q = 3 corresponds to the maxi­
mum number of steps allowed by pure K motions or pure Kt 
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FIG. 8. Discrete series [(p + q)-typeJ. p + q + 2 = int, butp>O, q>O, 
*graphic parameters p = 1.3, q = 2.7. 
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motions, respectively, for either the SU (3) representation or 
the SU (2, 1 ) p-discrete/ q-discrete representations. 

In Fig. 4 (a) we specialize to the case of p = 0 and 
q = integer. The p-discrete region has shrunk to a line [so 
did the SU ( 3) region] while the q-discrete and (p + q) -dis­
crete regions remain as before. However, now another repre­
sentation has made its appearance in the form of a line stuck 
in between the q-discrete and (p + q) -discrete regions. This 
line as well as the single line p-discrete region correspond to 
the merging of two boundary dotted lines. Thus, for these 
values of (p,q) there are four rather than three distinct 
SU (2,1) representations and the region must be specified in 
addition to the Casimirs in order to uniquely identify the 
irreducible representation. The states for the three regions 
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that we have seen before are correctly described by the pre­
vious formulas (except that we need to take the p = 0 limit). 
The states of the fourth representation are generated from 
the highest state and are given by 

j=" (q+ 1 +n), Y= -n-l-q/3. (4.9) 

In Fig. 4(b) we have q = 0, p = integer. Therefore, this 
case corresponds to interchanging the roles of p and q in the 
previous paragraph. The information conveyed by the figure 
is self-evident. The states of the fourth representation are 
given by 

j=! (p+ 1 +n), y=n + 1 +p/3. (4.10) 

In Fig. 5 we consider the case of p = q = 0, or 

, , 
-5 -3 -I 

FIG. 10. (a) Supplementary series. p>o, - 1 <q<O and p' + ij' < 1, -graphic parameters p = 1.3, q = - 0.6. (b) Supplementary series. 
q>O, -1 <p<Oandp' +ij' < 1, *graphicparametersp= -0.4, q=0.3. 
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FIG. 11. Supplementary series. - 1 <p < 0, 
-graphic parameters p = - 0.7, q = - 0.6. 

- 1 <q<O andp' + q' < I, 

X 2 = 0, X3 = 1 = - Xl' There are now five representations 
for the same eigenvalues of the Casimirs. The mechanism by 
which they arise are evident from the previous discussion. 
Only the (p + q) -discrete region fills an area as before, while 
all other four regions correspond to single lines. Even though 
these are neighboring lines one cannot jump from one to the 
other because they are collapsed boundary lines that satisfy 
(3.10) and (4.1). The quantum numbers of the states in 
these five irreducible representations are obtained from the 
above formulas by specializing to p = q = O. 

In Fig. 6(a) we consider q = - 1, p = integer. There 
are now only two representations for the same Casimirs, the 
p-discrete and the (p + q)-discrete regions. The q-integer 
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-5 

-6 
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FIG. 12. State-labelling diagram-Allowed values of (p,q). The letters A, 
B, C, etc. correspond to the (p,q) values used in Figs. 3-11. 
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region has shrunk away completely. The generating state 
and the highest lowest weight states of the p-discrete region 
are given by Eqs. (4.4a) and (4.4b) with q = - 1, whle the 
set of all states in this representation is given by (4.5). The 
states of the (p + q) -discrete region are given by (4.7) and 
(4.8). 

Similarly, Fig. 6(b) corresponds to the interchange of 
p,q with p = - 1, q = integer. There are again two repre­
sentations for the same Casimirs: the q-discrete and the 
(p + q)-discrete regions, with the p-discrete region van­
ished. 

Finally, in Fig. 7 we consider the p = q = - 1 case. 
This is the only integer point for which there is a unique 
irreducible representation for given Casimirs 
C2 = - 1, C3 = 0 (XI = X 2 = X3 = 0). The surviving region 
is the (p + q) -discrete case, with the other ones vanishing. 
The generating state is located at Vo = 0, Yo = 0) and the set 
of all states is given in (4.8) as specialized to the current 
generating state. 

D. Supplementary series 

The shaded regions in Fig. 12 (for p > - 1, q> - 1) is 
characterized by either p or q or both being in the region 
between - 1 and 0 and by the condition p + q = 1, where 
(p,q) are the decimal parts of (p,q). The boundaries of the 
shaded regions are excluded from the supplementary series 
and they have already been discussed as part of the p-discrete 
or q-discrete or (p + q) -discrete or integer representations. 
Thus, we are concerned only with the inside of the shaded 
regions. 

Unlike the continuous (p,q) values in the white regions 
of Fig. 12 for which it is impossible to satisfy the spin condi­
tion, the (p,q) values inside the shaded region can satisfy it 
because the q-discrete or p-discrete regions cease to exist on 
their own and combine with the previously (p + q) -discrete 
region. Thus, for any (p,q) values inside a shaded region 
there is an allowed area whose generating state is located at 
j = 0, and the figures are identical. Thus when q is positive 
we get a generating state [Fig. lO(a)] 

jo = 0, Yo = 2x3 = j (2p + q + 3), ( 4.11 ) 

Whenp is positive we get a generating state [Fig. lO(b)] 

jo = 0, Yo = 2x1 = - jep + 2q + 3). (4.12) 

When both p and q are between - 1 and 0, we get two gener­
ating weights for the same Casimirs (Fig. 11) whose expres­
sions are the same as (4.11) and (4.12). In order to clearly 
distinguish the states generated by each one of these generat­
ing states, they are indicated by crosses of solid and contin­
uous lines in Fig. 11, respectively. The full set of states are 
given by (4.8) as applied to the current generating states. 

v. HARMONIC OSCILLATOR REPRESENTATIONS 

We consider the commutation rules and construction of 
generators from harmonic oscillators as in Eqs. (2.2) - (2.6) . 
We will work in the Fock space based on the usual vacuum 
annihilated by all annihilation operators A Q(p),B(p). The 
harmonic oscillator representation is obviously unitary in 
Fock space and it allows the construction of a highest weight 
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representation as follows. We choose states In) that are an­
nihilated by K! =Aa ·B. In addition, we demand that In) 
form a collection of states that transform irreducibly under 
SU(2) XU( 1). This is the multiplet that contains the lowest 
weight. Applying on these states all possible powers of 
K a = A ta. B t generates all the states in the SU (2,1) repre­
sentation. All of these states can be written in terms of irre­
ducible representations with respect to the subgroup 
SU (2) xU ( 1 ) by working out the Clebsch-Gordan series in 
the direct products of In) and the symmetrized powers of 
Ka,s. This is a straightforward exercise for the 
SU (2) xU ( 1) group. Thus, if the lowest weight is identified 
to have spin and hypercharge (jo, Yo) then the rest of the 
states in the irreducible representation have spin and hyper­
charge given by Eq. (4.5). We wish to find the values of 
(jo, Yo) that may be constructed with the harmonic oscillator 
representation and identify the (p,q) quantum numbers for 
these representations. 

The possible candidates for In) can be listed; 

10),A ta(p) 10), BtIO), 

A ta'(PI)A ta2(P2) 10), Bt(PI)Bt(p2)10), (5.1) 

A ta(PI)Bt(P2) 10),PI';6P2' 

A ta'(PI)A ta2(P2)Bt(P3) 10), PI,P2:FP3' 

and so on, with any number of A t's or B t's, provided the P 
indices on the A 's are different than those on the B 'so This 
structure insures that any of these states is a candidate for the 
highest state. However, before identifying a specific In) we 
must first symmetrize-antisymmetrize the indices of the A 's 
among themselves according to the rules of SU (2) Young 
tableaux to make an irreducible SU(2) representations. 
Note that if P = 1, then the only possibility is completely 
symmetric tensors of SU ( 2) corresponding to single row 
Young tableaux with a boxes, givingj = a12. P:F 1 allows 
Young tableaux up to P rows but for SU (2) we can only go 
up to two rows. For a two-row Young tableau with a l ,a2 

boxes, the spinisj = (a l - a2 ). The U(1) quantum number 
is calculated by adding the U ( 1) charges of the vacuum and 
of the A and B oscillators applied on the vacuum. The vacu­
um has hypercharge Yvac = 2P 13, the A ta has hypercharge! 
and the B t oscillator has hypercharge j all of which is seen 
from the hypercharge operator in (2.6). Using these rules we 
can identify the SU (2) xU ( 1) content of each of the above 
candidates for the highest weight in the form In) - (jo, Yo), 

Thus, we give a few examples: 

10) - (0,2P 13), A ta(p) 10) -H,(2P + 1 )/3), 

Bt(p)10)-(0,2(P+ 1)/3), 

A ta(p)B t (q) 10) - [H, (3 + 2P)/3)] , (5.2) 

A tea, (PI)A ta,) (P2) 10) - [(1,2(P + 1)/3)], 

A tra, (PI)A ta,l (P2) 10) - [(0,2( 1 + P)/3)], 

where the latin indices are symmetrized in line 2 and anti­
symmetrized in line 3. In this way, it is clear that all values of 
}o = half-integer will be possible through the A oscillators, 
while the U ( 1) charge takes the form 
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Yo = (a + 2(b + P»/3, (5.3) 

where (a,b) are, respectively, the number of A andBoscilla­
tors applied on the vacuum to construct the lowest state In). 
Note that P appears only in the combination b + P = h. 
Thus Y is quantized and positive since a,h are integers. 

We see then that the harmonic oscillator representation 
reproduces the p-discrete branch of the integer series of Fig. 3 
and Eq. (4.5), with }o = al2 = pI2 and Yo = (a + 2h)1 
3 = 2 + (p + 2q)/3. This allows us to identify 

a=p, h=q+3. (5.4) 

It is possible to also reproduce the q-discrete branch of 
the integer series in Fig. 3 with harmonic oscillators by tak­
ing all the above oscillators to have negative norm. Equiv­
alently, we may keep the definition of the generators as be­
fore but change the definition of the vacuum so that it is 
annihilated by A !, B t. The effect of this is to reverse the sign 
of the hypercharge of the states that we have constructed 
above, thus corresponding to the q-discrete branch. 

Note that when P = 1 the only representations that are 
possible with harmonic oscillators are the single line p-dis­
crete branch of Figs. 4 (a) and 5 or the single line q-discrete 
branch of Figs. 4 (b) and 5. The extra single line branches of 
Figs. 4(a) and (b), and 5 cannot be reproduced with har­
monic oscillators alone. The integer series (p + q) -discrete 
branches of Figs. 3, 4(a), 4(b), 5, 6(a), 6(b), 7, or the other 
nonfully integer representations cannot be reproduced with 
the harmonic oscillator construction of (2.6). 

VI. CONCLUSION 

The above analysis exhausts all irreducible representa­
tions since it covers all possible allowed eigenvalues in the 
complete labeling lP,q;jmy). As emphasized in Sec. III and 
Eq. (3.3), when (p,q) are real it is sufficient to discuss the 
region (P> - 1, q> - 1) for representing the algebra, but 
global properties of the group may require more discussion 
in the entire (p,q) plane. A similar comment applies to the 
three possible parametrizations when (p,q) are complex, as 
inEq. (3.1). 

The main motivation for the present paper was to pre­
pare the group theory background for applying SU (2,1) af­
fine current algebras to the construction of conformal and 
superconformal field theories in 1 + 1 dimensions. This will 
be presented in a separate publication. II We hope that in this 
process we have produced a clear and complete description 
of all unitary irreducible representations of SU (2,1 ). 
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All symplectic orbits of the action of an arbitrary compact connected Lie group on the space of 
density operators are found. It is shown that there is only one orbit that is Kahler (orbit of 
coherent states). 

I. INTRODUCTION 

Let JY be a complex finite dimensional Hilbert space 
and let Gbe an arbitrary compact connected Lie group. Sup­
pose that we are given an irreducible unitary representation 
of G on JY. Then there is a natural action of G on the Lie 
algebra su (N) (where N is a dimension of JY): 

4>:G Xsu(N) -su(N), 

VgeG VaEsu(N) <I>(g,a) = gag+ , (1) 

where we identify G with its unitary representation and g+ 
denotes Hermitian conjugation of g. 

Let O(a) and D(a) denote orbits ofthe adjoint repre­
sentation ofSU (N) and of the action (1), respectively, pass­
ing through aEsu(N). It is a well-known fact that O(a) is a 
symplectic manifold with canonical Kirillov form 1-4 [Kiril­
lov form is a canonical form on orbits of the coadjoint repre­
sentation but, for su(N), we have a natural isomorphism 
between ad,i.oint and coadjoint orbits via Killing formS]. 

Letia:O(a) -O(a) bean inclusion. There is a question: 
Which aEsu(N) gives rise to a symplectic manifold 
(D(a), i!lUa)? This problem was solved by Kostant and 
Stemberg6 only for aEP(JY) (corresponding projective 
space). In this paper, we give a general solution. 

Why is this important for physics? There are at least two 
reasons. First motivation is connected with a generalization 
of Hartree-F ock theory 7-9 (HF theory is generalized so as to 
apply to nondeterminantal densities) and other approxima­
tions 10 and the second comes from control theory (a control 
theoretic aspects of this problem will be published else­
where). In control theory, JY is a Hilbert space of N-Ievel 
quantum system S and the Lie algebra 9 of G is generated by 
a time-dependent Hamiltonian of S. In both cases a state of a 
physical system is represented by a density operator [Hermi­
tian, semidefinite operator on JY with unit trace (in HF 
theory trace may differ from unity but it is important that 
trace is fixed)]. Let g; denote the state space. We have the 
unique decomposition 

ip = (fIN)! + p, (2) 

whe.£e peg; and p lives in su(N). Let f!lJ = {pesu(N) 
:pef!lJ}. Elements of f!lJ will also be called states. So we are 
looking for states in f!lJ that lie on symplectic orbits of G. 

II. SYMPLECTIC ORBITS 

Let us remind the reader of the definition of the Kirillov 
form lUp on O(p) for pEf!lJ (we identify adjoint and coadjoint 
orbits by Killing form). Any tangent vector ApETpO(p) is 
oftheformAp = [A,p], whereAEsu(N) and 

(3) 

where ( , ) denotes a Killing form on su(N). 
But (A,B) = Tr(AB), II thus 

lUp(Ap,Bp) = Tr(p[A,B]) = 2 ReTr(BpA). (4) 

IfpEP(JY) (orbit of pure states) then p = Iv)(vl, where 
VEJY'and 

lUlvl(Alvl,BIVI) = 2 Im(AvIBv) = i<vl [A,B ]v> , (5) 

where (I) denotes scalar product in JY. 
Proposition 1: <I>:G X O(p) - O(p) defined by (1) is a 

Hamiltonian action. 
Proof (1) 4> is symplectic: 

(4);lU) p (Ap,Bp) = lU"'(g,p) (4)g*Ap,4>g*Bp) 

= (gpg+ ,g[A,B ]g+) 

= Tr(gpg+g[A,B ]g+) 

= Tr(p[A,B]) = lUp (Ap,Bp) 

(2) 4> is Hamiltonian since Gis semisimple and coho­
mology groups H I(g) = H 2 (g) = O. 

Let Jp O(p) - g* denote the moment map for this action 
defined by 

Vp'EO(p) VAEg Jp(p')(A) = (p',A) . (6) 

We identify g* with 9 so Jp (p') lives in g. 
Theorem 1: Let G X P - P be a Hamiltonian action of a 

semisimple Lie group G on a symplectic manifold P. Then 
the G orbit passing through peP is symplectic if and only if 
the stabilizer group of p is equal to the stabilizer group of 
J(p) (J:P-g* is a moment map for this action). 

For the proof see Ref. 4. 
The stabilizer group of Jp (p') contains some maximal 

torus T and hence Jp (p') belongs to the Cartan subalgebra t 
of 9 (t is a Lie algebra of n. Let h, denote the Cartan subal­
gebra o!..su(N) such that tCh. From Theorem 1, it follows 
that if O(p') is symplectic then p'Eh, n f!lJ. We must now 
determine which statesp'Eh, n f!lJ give rise to symplectic or­
bits of G. Let gC denote the complexification of g. We have a 
decomposition 

gC=t c + ffJCEa , (7) 

where Ea denotes a root vector corresponding to the root a 
and a ranges over all the roots. Similarly, we have decompo­
sition of the real form of gC 

g=t+ffJR(Ea-E_a)+ffJRi(Ea+E_ a ), (8) 

where a ranges over all positive roots. Subspaces C(j a 

spanned by [Ea - E -a,p'] andi[Ea + E -a,p'] aremutu-
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ally orthogonal with respect to OJp ' for different positive 
roots. So to check that i; OJ p' is a symplectic form we need to 
know that if OJp ' vanishes on rca then tangent vectors are 
zero. From (4) it follows that if (p', [ Ea, E _ a] ) = 0 then 
Eap'=p'Ea =0 (since Ea+ =E_ a ). But 
[Ea,E -a] = ta Et and (p',ta ) = a(p') (roots are elements 
of t .). We have thus proven Theorem 2. 

Theorem 2: An orbit O(p) is symplectic if and only if pis 
an element of the Cartan subalgebra of su (N) and satisfy the 
following condition: if a (p) = 0 then EaP = pEa = 0 for 
every root a. 

III. KAHLER MANIFOLD 
A 

Now we find which symplectic orbits O(p) described by 
Theorem 2 are Kahler manifolds. It is well known that if G is 
a connected complex Lie group then the only Kahler homo­
geneous space for Gis of the form G / P, where Pis a parabolic 
subgroup of G. Let us reiterate that a Borel subgroup of G is a 
maximal complex solvable Lie subgroup and a parabolic 
subgroup is a complex Lie subgroup containing a Borel sub­
group. A Borel subalgebra of gC (standard relative to t) is of 
the form 

(9) 

We are looking for states lhat are stabilized by a Borel sub­
group B = exp h. Let pEflJ be such a state. Thus for every 
a>O andseR 

(10) 

[we must define this action on 9 because the action of G C 

does not conserve I in gl(N,C)]. Differentiating (to) with 
respect to s and putting s = 0 we obtain 

(11) 

The Lie algebra su (N) C is of the type A N _ I (Ref. 11) and for 
any i,j = 1,2, ... , N vector Eij such that (Eij) kl = D/k Dj! is a 
root vector for su(NV. A root aij is positive if i <j. Root 
vectors for gC have the following form: Ea = l:(ij> A ija) Eij 
where A i~a)ER. A root a is positive if in this sum all pairs (ij) 
have the property kj. Letp = l:f= I AkEkk and a be a posi­
tive root of gC. From (11) we obtain 

N 

L L A ija)Ak (EijEkk + EkkEjI) = 0 . 
(ij) k= I 

Since EijEkl = DjkEI/ thus 

LAija)Aj(Eij + Ej/) =0 
(ij) 

(12) 

(13) 

and hence A ija) Aj = O. Since representation of G is irreduci­
ble there exists a positive root a and a number i <j such that 
A ija) ;60. Thus Aj = 0 for any j> 1 and because Tr p = 1 
there must be Al = 1. So P = Ell = Ivmax ) (vmax I, where 
I Vmax ) is the maximal weight vector. 

1588 J. Math. Phys., Vol. 31, No.7, July 1990 

Theorem 3: There is only one orbit that is Kahler and 
that is the orbit passing throughp = IVrnax) (vrnax I. 

The Kahler orbit has a clear physical interpretation. 
This is an orbit of so-called coherent states. 12 

IV. EXAMPLE 

Let us consider G = SU (2), which plays a fundamental 
role in control theory. For any N there exists irreducible 
unitary representation of SU (2) in a Hilbert space C N [so­
calledspin-!(N - 1) representation]. Let us take for simpli­
city N = 3. Since SU(2) has only one positive root a, we 
have 

o 
o 

The Cartan subalgebra t is spanned by 

o 
o 
o 

o 
o 

Let peht so p = l:i = \ AkEkk , where l:i = \ Ak = 0: 

a(p) = (p,ta ) = Tr(pta) =A\ -A3 • 

If a(p) = 0 then 

p~G -~ D 
"'-

(14) 

(15) 

(16) 

(17) 

But Eap;60 for A ;60 and hence O(p) is not symplectic. In 
particular, for A = - !,p = Iv) (vi where (vi = (0,1,0). 
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Relationship between SN and U(n) isoscalar factors and higher-order 
U(n) invariants 
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General relationships expressing U (n) and S N coupling and transformation isoscalar factors in 
terms ofU(n) Racah and 9,t coefficients are derived. The absolute values ofU(n) Racah 
coefficients involving at most k-column irreducible representations are shown to be identical 
with SUCk) Racah coefficients. In particular, an explicit relationship is established between 
the U(n) and SU(2) approaches to the many-electron correlation problem. 

I. INTRODUCTION 

The unitary group Racah-Wigner algebras l
-
s have 

been widely exploited in many different fields ranging from 
particle and nuclear physics to molecular and solid state 
physics and chemistry. In quantum chemical applications, 
the so-called unitary group approach (UGA)6-15 has been 
primarily exploited in large scale electronic structure calcu­
lations based on the molecular orbital model (cf. Refs. 11-15 
and references therein). This approach relies heavily on the 
representation theory of unitary groups, or rather, of their 
Lie algebras, since the electronic spin-independent Hamilto­
nian for an n-orbital model of atomic and molecular systems 
can be expressed in terms ofU (n) generators and the corre­
sponding exact wave function can be expanded in terms of 
canonical basis vectors spanning the carrier spaces for U (n ) 
irreducible representations (irreps), (e.g., Refs. 6 and 16). 
Consequently, the basic parameters arising in the represen­
tation theory, such as matrix representatives of generators, 
Clebsch-Gordan (CG) coefficients, isoscalar factors, or re­
duced Wigner coefficients as well as higher-order invariants, 
such as the U (n) analogs of Racah coefficients and 9 j sym­
bols (cf., e.g., Refs. 17-19), play the central role in such 
applications. Although all such invariants appear implicitly 
in various exploitations of the UGA formalism, they have 
not always been recognized as such, particularly when var­
ious ad hoc procedures were developed for specific algor­
ithms used in atomic and molecular electronic structure 
computations. 

At this point, we must recall that there exists a very close 
relationship between the representation theory of the uni­
tary and symmetric groups. In applications to many-elec­
tron systems, where at most two-column irreps are involved, 
there is an additional intimate relationship of both the orbi­
tal group U (n) and the particle symmetry group S N irreps 
with those of the angular momentum or spin group SU (2). 
Indeed, these interrelationships enabled a useful cross fertili­
zation in the development of various aspects ofUGA formal­
ism and stem from a radically different yet closely related 
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men, Fujian, People's Republic of China. 

b) Also at: Department of Chemistry and Guelph-Waterloo Center for 
Graduate Work in Chemistry, Waterloo Campus, University of Water-
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viewpoints offered by these three groups. For example, Sha­
vitt's graphical representation ofUGA bases,8.11.12,15 which 
naturally derives from the ABC (or Paldus) tableau formal­
ism, suggested an analogous representation in the S N-based 

h 2021 S' 'I 1 h approac es.· Iml ar y, t e necessary segment values for 
an efficient evaluation of matrix elements ofU (n) generator 
products were first derived9 by exploiting SU (2) graphical 
methods of spin algebras,22 following an earlier exploitation 
of this technique within the context of the S N-based formal-
, 23 Th Ism.. e approach based on Green-Gould24 representa-
tion theory for unitary and orthogonal groups also relies 
heavily on various concepts of tensor representations and 
proceeds via evaluation of reduced Wigner coefficients.25.26 

In our recent papers,27.28 we have elaborated explicitly 
the implications of the SN-U(n) duality, and derived rank 
n-independent expressions for U(n) isoscalar factors and 
Racah coefficients by exploiting the symmetric group based 
fi I· 29 S' h . orma Ism. IDce t e matnx elements of any tensor opera-
tor are given by a product of a reduced matrix element and a 
CG coefficient, the latter being in tum expressible as a prod­
uct of isoscalar factors, the matrix element segmentation . 
that is widely exploited in UGA (e.g., Refs. 8-15) repre­
sents, in fact, a particular case of Racah factorization with 
relevant segment values being given by properly scaled U (n ) 
isoscalar factors. 3o We also note in this context that Kent 
and Schlesinger31 have recently exploited these ideas for 
general multicolumn U(n) irreps, expressing the generator 
matrix elements through higher-order Racah coefficients 
and U (n) 3n - j symbols, although the explicit expressions 
for these quantities remain to be worked out. Very recently a 
new progress in the development of the U (n) Racah­
Wigner algebraS was achieved with the help of the vector 
coherent state theory,32-3S which enabled to establish the 
relations between certain classes of reduced Wigner coeffi­
cients (or projective operators) and 6 j and 9 j symbols. 

It is thus clear that there exists a close relationship 
between various approaches that are employed in the deriva­
tion of required group theoretical invariants, It is the pur­
pose of this paper to elucidate the relationship between the 
isoscalar factors and higher-order U (n) invariants as well as 
between the U (n) quantities and SU (2) Racah coefficients 
in case of many-electron systems. In Sec. II, we present a 
simple and unified formulation of the relationship between 
the U (n) analogues ofRacah and 9 j symbols and U (n) and 
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S N isoscalar factors. In Sec. III, we consi.der Illany.electron 
systems, in which case a correspondence with SU (2) invar­
iants can be established. It is believed that a clarification of 
these relationships will provide us with a better understand­
ing ofU (n) tensor operator calculUs and willenable its more 
versatile exploitation in more general situations when spin­
dependent interactions are present or particle number is not 
conserved. 

II.ISOSCALAR FACTORS AND HIGHER-ORDERU(n) 
INVARIANTS 

A. General relationships 

The irreps of U (n) can be labeled by Young diagrams 
(A ), or simply A, having an arbitrary (finite) number of 
boxes N that we can interpret as a particle number Nand that 
are arranged in at most n rows, being otherwise n indepen­
dent. The same diagrams will also label the irreps of the 
symmetric group SN' in which case we designate them by 
[A lin order to distinguish them from the U (n) irreps (A ) or 
A. 

Let us first recall that we can define two basic types of 
isoscalar factors for U (n ) .27 

(i) The standard isoscalar (or coupling) factors, also 
referred to as reduced Wigner coefficients, that are associated 
with the canonical subgroup chain U (m) :J U (m - 1), 
(m<n). These factors are associated with the coupling that 
leads to Gel'fand-Tsetlin states36 and we designate them as 
the Iu factors,27,28 

(p,) I a(v») 
(p:) a'(v') 

(A p, I av) 
== \A.' p,' a'v' , 

(1) 

a, a' being the multiplicity labels, if necessary. 
(ii) Transformation factors, designated as It fac­

tors,27.28 that correspond to a basis transformation from 
Gel'fand-Tsetlin states to arbitrary partitioned states that 
are adapted to the subgroup chain U(n l + n2 ) 

:JU(n l ) ® U(n2), 

(p,)la(v») 
(p:) a' (v') 

=(A P, I av) 
- p,' a'v' . (2) 

A product of the Iu factors yields U(n) Clebsch-Gor­
dan (CG) coefficients, while a product of the It factors gives 
subduction coefficients for the above given chain. The.inter­
relationship between the Iu and It factors has been estab­
lished in our recent study28 and is given by the formula 

It(A p,lav)=(HvHp,)1I2IJA p,lav), (3) 
P,l pVI Hv,Hp \A. P,l pV1 

where a and P are mUltiplicity labels and H). designates the 
product of hook lengths for the Young diagram A 
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(4) 

The latter determines the dimension fA of the irrep [A] of 

SN.' 

(5) 

N). being the number of boxes in the Young diagram A, so 
that we can also write that 

(5') 

Analogously to the above given U(n) factorslu and It' 
we can define the isoscalar factors 10 and Is for the symmet­
nc group SN' namely:27-30 

(iii) The outer product isoscalar factors la, which are 
associated with the coupling leading from the Y oung-Ya­
manouchi bases for S N, and S N, to that for S N, + N,' and 

(iv) the subduction isoscalar factors Is, which enable a 
transformation from the standard S N basis to the nonstan­
dard basis adapted to the chain S N :J S N, ® S N,' The relation­
ship between the 10 and Is factors is similarly given by27 

Is([A] [p,] I a[v]) ==([A] [p,] I a[v]) 
[p,d P [vd [p,d P [vd 

= [Nvfvl fp ] 112 

Npfvfpl 

(
[A] 

Xlo [A] 
[p,] I a[v]) 
[p,d P [vd ' 

(6) 

where [p,d and [vd are obtained from [p,] and [v] by a 
removal of a single box. In fact, the relationship given by Eq. 
(6) represents a special case ofEq. (3) that relates the U(n) 
isoscalar factors. The relationships between the 10 and Iu 
factors, and between the Is and It factors, have also been 
established and can be found in Refs. 28 and 29. For the sake 
of simplicity, we drop in the following symbolslu , It, la, and 
Is, since we can easily recognize these factors by their struc­
ture and the irrep symbols used (A or (A ) for U (n) and [A] 
for SN)' 

A wide variety of notations is employed in the literature 
for the recoupling coefficients involving three, four, or more 
irreps. In the case of the SU (2) group, the most often ex­
ploited are the 6j and 9j (or, generally, 3n - j) coefficients, 
which possess a very high symmetry in their arguments. 
However, for nonsimple reducible groups, as is the case of 
general U (n) groups, this advantage is lost since the mixed 
symmetry may result when high multiplicities are involved 
as shown by Derome37 (cf. also Ref. 29). In such mixed 
symmetry cases, it is impossible to define a 3j symbol that 
changes only its phase under an arbitrary permutation of its 
columns. Consequently, the symmetry properties of higher­
order invariants, such as the U(n) analogs of the 6j and 9j 
symbols, may be rather involved. In view of this fact we 
prefer to investigate primitive recoupling matrices of lower 
symmetry, thus avoiding an unnecessarily complex nota­
tion, even though the mixed symmetry is nowadays fairly 
well understood for CG coupling coefficients, and in some 
cases38 even for Racah coefficients. We thus adopt the fol­
lowing notation for the U (n) Racah coefficients and 9j sym­
bols: 
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U(A IA0A3;A.1023) a"a"aa' 

: = «AIA2)al~12,A,3;aA IAI,(A~3)a23A23;a'A) (7) 

X(A IA2A3A4;A I 034;A. 13A24;A ) a"a"a"a,.aa' 

: = «AIA2)al~12,(A04)a34A34; 

aJ.I(AIA3)ai3A13,(A~4)a24A24;a'A). (8) 

In the SU (2) case, this notation was employed by Jabn.39 

It is well known that Racah coefficients can be ex­
pressed as a sum of products of four CG coefficients, Using 
the orthogonality properties of the latter, we easily find that 
[cf., e.g., Eq. (139) of Ref. 28; for a more general form, see 
Ref. 4] 

(9) 

an expression that involves fewer terms in the summation on 
the rhs than the defining relationship having all four CG 
coefficients on the rhs. Expressing next each CG coefficient 
as a product of an isoscalar factor for U (n) ~ U (n - 1) and 
a CG coefficient for U (n - 1), i.e., 

as well as a corresponding recursion formula 

~ X A A. 1 1.1 1 .,1 1 .,1 ~/A IA13 ~ ( 1 2'''Y''4'''' 12''''34, 13'''24, ) alla.\4al.\a24aa' , 
a' P. P.13 

whereA;'sandp.;'sareirrepsofU(n) andU(n -1),respec­
tively, while Wi'S and Wi'S are relevant Weyl tableaux label­
ing the corresponding U (n) and U (n - 1) states, we obtain 
the following recursion formula for the Racah coefficients 
involving the U(n) ~U(n - 1) isoscalar factors: 

~/A 1,11 A23) L U(.1I.1~A3;A.1023)a"a"aa' I 

a' P. P.I P.23 

= L L U(P.IJl.2I-lP.3'J.L12P.23)P,,/J,JJf:J' 
1-'2.1-'.1.1I-12/312'Pl.',/J 

x~: 
x~: (11) 

This formula will be used to derive a simple relationship 
between Racab coefficients and isoscalar factors. 

The same procedure can be extended to higher-order 
invariants. For 9A symbols [or X coefficients of Eq. (8)], 
which can be similarly expressed in terms of six CG coeffi­
cients, we find 

(12) 

L L X (p. IJl.2I-l3IL4'J.L 12I-l34'J.l 13P.24'J.l ) p,,/J,'p,,/J,'pP' 
J.l •• J.'2.J.l.\.J.'4.J.L12'P:W {J12,PJ4,fJ.: ... P24.13 

Racah coefficients and 9A symbols possess many useful 
properties just as in the SU(2) case. We note, in particular, 
their orthogonality and symmetry properties as well as their 
reduction to simpler quantities, when one or more of the 
irreps involved is a trivial scalar irrep. Some of these proper­
ties that will be useful to us later are summarized below. 

(i) Symmetry properties. Using the symmetry ofCG co­
efficients relative to the interchange of coupled irreps [cf. 
Eq. (136) of Ref. 28], 
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(13) 

(14) 

with the phase factor 0(.11,A,2,A,12)a
12 

equal to 1 in case of 
unique multiplicity, we get for the X-coefficients that 

X(AIA~04;A.I~34;A.1024;A.)a"aJ4a"a,.aa' 

= ¢'0(AIA~12)al2 '0(A3A~34)aJ4 '0(AI02~)a' 

. X(.1~ 1.14.13;A.1~34;.124.113;A.) a12a .. a,.a"aa' 

= ¢·0(.1 I.1013)a" ·0(.1~~24)a2. ·0(.1I~3~)a 

·X(.104.1I.12;A.34A.12;A.1024;A.)a ... al2a"a,.aa" (15) 

where 
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t/J= (_1)A,+A,+A,+A.+A 12 +A,.+AI.,+A,.+A. (16) 

We do not consider permutational symmetry involving the 
third column in CG coefficients, Eq. (14), which can in­
volve a mixed symmetry. We stress, however, that Eq. (14) 
holds even when the mixed symmetry does occur. We also 
recall similar properties for the U coefficients, given by Eqs. 
(134-7) of Ref. 28. 

(ii) Reduction of the X coefficients when one or more 
irreps are trivial scalar irrep (0). We list only independent 
cases, the remaining ones follow by applying the above given 
symmetry rules, 

X(AIOA3A4;AIA34;AI3A4;A) - a,.a" - aa' 

= U(A IA3AA4;A13A34)al.,a,.a'a' 

X(OOA3A4;OA34;A3A4;A34) - a,. - - - a.,. 

= X(OA20A4;A:0-4;OA24;A24) - - _ a,.a,.-

(17) 

=X(AlOOA4;AIA4;AIA4;A14) ___ -a,.a'4 = 1. (18) 

Note that when Al = A4 = (0), the X coefficient is given by 
the phase factor appearing in Eq. (15). Finally, when any 
three of the irreps Aj , i = 1, ... 4 are trivial irreps (0), then 
X = 1. We also note that we can use the reduction of the X 
coefficients to Racah coefficients, Eq. (17), when one of the 
irreps is (0), to find corresponding symmetry and reduction 
properties for the latter, by exploiting Eqs. (14)-( 18), 

B. Relationship between SN Isoscalar factors and U(n) 
Racah coefficients 

We shall first derive a useful relationship between Ra­
cab coefficients and symmetric group isoscalar factors. We 
thus consider U (n) isoscalar factors that are associated with 
the so-called special Gel'fand states,40 in which all single 
particle states are singly occupied. Such isoscalar factors are 
then identical with those for the symmetric group SN when 
using standard Young-Yamanouchi basis. 

We employ Eq. (11) for the special case when 
(AI) = (1) and (p.l) = (0), so that f.l = f.l23 and we set 
A23 = f.l23 = V'. Relabeling other irreps to simplify the nota­
tion, we thus get 

U( (1 )f.l'VA;f.Lv') _ a"a _ (:.1 ~~~ ::) 
= L L U( (0)f.l2V'f.l3;f.l12V' ) -p,./3-

P"P."P" P,."P 

(
(1) f.l'1 f.l )f f.l AI av)f f.l' AI a 23vl) 

X (0) f.l2 f.l12 \u12 f.l3 /3v' \u2 f.l3 /323V' . 
(19) 

The isoscalar factors on the rhs imply that we must have 
f.l2 = f.l12 and thus /3 = /323' so that also f.l2 = f.l', f.l3 = A and 
a 23 = /323 in view of the last factor in Eq. (19). We thus get 

, (v I (1) VI) 
U( (I)f.l VA;f.lv') -{3a- v' (0) v' 

( (1) f.l'1 f.l)f f.l AI av) 
= (0) f.l' f.l' \U' A /3v' , 

(20) 
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since the Racah coefficient and the last isoscalar factor on 
the rhs in Eq. (19) reduce to 1 [cf. Eq. (138) of Ref. 28]. 
The remaining isoscalar factors that involve irreps (1) and 
(0) are easily evaluated [cf. Eq. (145) of Ref. 28] 

(A (I) I v) = (~)I/2 
U (0) A NV!A ' 

(21) 

so that 

U«I) (f.l') (v) (A );(f.l) (v'» -{3a-

= [Nv !,; I,. ] 1I2(A) (f.l) I a(v») 
Np!v 1,., (A ) (f.l') /3 (v') 

= U«A ) (f.l') (v) (l);(v')(f.l»p_ -a' (22) 

where we used the symmetry relation, Eq. (137) of Ref. 28, 
in the last equation. The resulting relationship generalizes 
that of Eq. (148) of Ref. 28. It is important to note the fol­
lowing. 

( 1) Only one box is involved in subductions from (v) to 
(v') and from (f.l) to (p.'), so that 

(23) 

Consequently, the isoscalar factor appearing in Eq. (22) 
corresponds to a fundamental shift 

(v') = (v) - (a(T», 

where 

(a( T» = (DID) 

with 1 occurring in the r's place. 

(24) 

(25) 

(2) The Iu factor appearing in Eq. (22) is equivalent 
with the corresponding 10 factor for SN' namely, 

(
A) 

(A) 
(f.l) I a(v») ([A] 
(f.l') /3 (v') = [A] 

[f.l] I a[ v]) 
[f.l'] /3[v'] . 

(26) 

We thus find that this 10 factor is equal to a U(n) Racah 
coefficient times a simple factor depending on the dimension 
and particle number of the S N irreps involved. 

( 3) The bottom row labels of the isoscalar factor in Eq. 
(22), i.e., A, f.l', and v', are of course the irreps ofU(n - 1) 
or SN_l' However, they must be regarded as the U(n) or 
U(n - 1) irreps in the Racah coefficient in Eq. (22). [Note 
that a U (n - 1) irrep can always be regarded as a U (n) irrep 
but not conversely,] This reflects a basic fact that the Young 
diagram labeling ofU (n) irreps is n independent as long as n 
equals or exceeds the number of rows in the Young diagram. 

Exploiting, finally, the relationship between the 10 and 
Is isoscalar factors for SN' Eq. (6), we can rewrite Eq. (22) 
in the form 

(
[A] [f.l]la[v]) 

[f.l'] /3 [v'] 

= U«A ) (f.l')(v)(1);(v')(f.l»p- -a' (27) 

with Np = Np' + 1 and Nv = N,; + 1. Thus a general S N 

subduction factor [i.e., a special transformation factor for 
U(n)] is identical with a special U(n) Racah coefficient, in 
which one of the six irreps equals to the fundamental irrep 
(1). 
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c. General relationship between isoscalar factors and 
higher-order U(n) invariants 

Consider next a more general case when more than one 
box is removed from a given irrep of U (n). We recall that in 
a general I u factor 

~I :II~), 
we remove fl' J;, and f( =it + J;) boxes from the Young 
diagrams representing the irreps A, 1", and v, respectively, 
obtaining the irreps AI' 1"1' and VI' Likewise, a general It 
factor has the form 

(A I" I av) 
1"1 /3vl ' 

with fboxes removed from both I" and v irrep labels. We 
shall consider the case in which v is obtained by coupling 
(VI) with the symmetric representation (f), i.e., (v) results 
by adding of fboxes from (f) to (VI)' The Littlewood­
Richardson rule then requires that no more than one box is 
added to any column. Invoking, thus, Eq. (13) and setting 
(we drop again the angular brackets) 

A2=fl' A4=J;, A24=f=fl +J;, (28) 

while 

I" 13 = A 13 = I" and 1"24 = 0, 

we get 

GA IAI3 X(At/IA3J;;AI~34;AI3!;A) - -a,,-a- 1 
13 /1,13 

(29) 

~) 

since X(A IOA30;AIA3;A130;A 13) = 1, and the last two isosca­
lar factors on the rhs of Eq. (13) also equal 1 implying that 
1"1 = AI and 1"3 = A3, 1"2 = 1"4 = 0, and /313 = a 13 = /3. The 
first three isoscalar factors appearing in the resulting Eq. 
(30) and involving the trivial scalar irrep (0) are given by a 
simple expression [cf. Eq. (154) of Ref. 28], 

(31) 

with H;. given by Eq. (5'), since N;. + f = N v • Exploiting 
this formula and relabeling the irreps to obtain a more sym­
metric form, we get 

with 

Nv =Nv, +J, N;. =N;., +it, N,.. =N,.., +J;, 
and 

f=fl +J;. 

We thus find that a general isoscalar factor is equal to a 
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special9j-type (i.e., 9A) symbol times a factor involving di­
mensions and corresponding particle numbers [cf. Eq. (5') ] 
for the corresponding S N irreps. Again, the reSUlting rela­
tionship, Eq. (32), is rank independent. 

At this point, we must note that Eq. (32) represents a 
generalization of an earlier result by AliSauskas, et 01. [see 
Eq. (B 1 ) of Ref. 41], which is easily obtained from our gen­
eral result when one of the irreps is totally symmetric, e.g., 
(I") = (P) and <1"1) = (q) withp-q=J;,sothat 

(AI PI v) [ fvf;.,N;.!Nv,!plf! ]112 
U q VI = f;.fv,Nv!N;.,!q!f,,!(p-q)! 

XX(At/lq(p - q);AP;vl!;v) 

XX(At/lq(p - q);AP;vI!;v), (33) 

Thus our general result shows that the relationship between 
an arbitrary U(n) isoscalar factor Iu and a special9A sym­
bol, Eq. (32), has a universal validity and is not restricted to 
the multiplicity-free cases examined by AliSauskas et 01.41 

We can likewise generalize the relationship given by Eq. 
(22), setting it = 0 in Eq. (32), so that J; =fandA l2 = A, 
obtaining 

(A I" I av) [H H ]112 U {3 =;-H
V

' U(AI"IV!;VIJ.L)p_ -a' 
1"1 VI v ,.., 

(34) 

where we used Eq. (17), and where N" = N", + f and Nv 
= Nv + f The isoscalar factor on the lhs has now the same 

form ~s the It factor, so that we can exploit Eq. (3), obtain­
ing 

(35) 

This relationship generalizes that ofEq. (27) for theSN 

isoscalar factor Is to an arbitrary It factor for U(n). Thus a 
general U (n) It factor, that describes a subduction from the 
Gel'fand-Tsetlin basis to a partitioned U (n I + n2 ) 

:::> U (n I) ® U (n 2 ) basis, is identical with a special Racah co­
efficient involving the coupling of an f box totally symmet­
ric irrep (f). 

D. Racah and 9J.. coefficients for many-electron 
systems 

In our recent paper,28 we have explored the U(n) tensor 
algebra that is relevant for many-electron systems. We de­
rived explicit algebraic expressions for U(n) isoscalar fac­
tors that involve at most two-column irreps.28.30 Exploiting 
the above given relationships, Eqs. (32) and (35), we can 
now obtain corresponding Racah and 9A coefficients that 
arise in applications to many-electron systems. Thus, for ex­
ample, Eq. (35) gives immediately that 

U{(a,b)(d - l,e)(s,t)( 1,0);(s - l,t)(d,e» 

( 
(d,e) I (s,t) ) - 1 

= (a,b) (d _ l,e) (s - l,t) - , (36) 
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where we employed the shorthand notation of Ref. 28 for 
two-column irreps, i.e., (a,b) == (2G l b(). In Eq. (36), the to­
tal particle number N equals 2a + b + 2d + e = 2s + t. The 
other nonvanishing Racah coefficients and 9A. symbols are 
given in Tables I and II, respectively. Note that any column 
(row) of Table I is normalized, while the entire Table II is 
normalized, as required. Note also that all the absolute val­
ues of these coefficients depend only on the lengths b, e, and y 
of the single-column part of the Young diagrams involved, 
while the two-column length appears at most in the phase 
factors. 

III. UNITARY GROUP FORMALISM FOR MANY­
ELECTRON SYSTEMS AND ITS SU(2) COUNTERPART 

It is well known that the S N' U (n), and SU (2) descrip­
tions of the many-electron correlation problem for spin-! 
fermion n-orbital models are very closely related. Each for­
mulation has its own merits and their interrelationship 
brings often a deeper insight into the problem, enabling a 
formulation of efficient algorithms for large scale numerical 
computations of accurate energies and wave functions of 
various models employed in studies of many-electron sys­
tems.IO-IS 

In this section, we thus tum our attention to the two­
column irreps of U (n) that characterize the so-called uni­
tary group approach (UGA) to many-electron correlation 
problem. 6-1 5 These applications often involve unitary 
groups U (n) of a fairly large rank n, since a large number of 
atomic or molecular orbitals may be required for a reliable 
and accurate model description of such systems, particularly 
when the number of electrons N that are involved is large as 
well. 

From the formal viewpoint, this special case represents 
a multiplicity-free variant of the general formalism, and as 
such facilitates the discussion while providing us with some 

I 

new insights into the structure of the general U (n) Racah­
Wigner algebra. It is thus useful to examine directly the rela­
tionship between the U(n) tensor algebra and the SU(2) 
based formalism. 

An n-orbital spin-independent model of any many-elec­
tron system is characterized by the U(n) irrep (2G lb() with 
a = !N - Sand b = 2S, where N is the total electron number 
and S is the total spin of the state considered. An important 
feature of higher-order U(n) invariants for N-electron sys­
tems is their orbital and particle number independence. Let 
us first illustrate this fact on the case of Racah coefficients, 
showing that their absolute values only depend on the spin of 
relevant irreps. 

A. Spin-dependence of U(n) Invariants 

Consider a general Racah coefficient [cf. Eq. (129) of 
Ref. 28] 

U( (2G l b) (2d 1 e) (rp) (2g1 h); (251 t) (2"1 v» 

= U«a,b)(d,e)(x,y)(g,h);(s,t)(u,v». (37) 

The particle numbers involved satisfy the following rela­
tions: 

2a + b + 2d + e = 2s + t (s>a + d), (38a) 

2s+t+2g+h=2x+y (x>g+s), (38b) 

2d + e + 2g + h = 2u + v (u>d + g), (38c) 

2u + v + 2a + b = 2x + Y (x>a + u). (38d) 

Exploiting the recursion formulas for Racah coefficients, 
Eq. (11), for the following choice of irreps: 

III = (a - 1,b), 1123 = (u,v), Il = (x - 1,y), 

we get that 

( 
(x,y) I (a,b) (U,V») 

U«a,b)(d,e)(x,y)(g,h);(s,t)(u,v» (x _ l,y) (a - 1,b) (u,v) 

( 
(a,b) (d,e) I (S,t»)(S,t) (g,h) I (x,y) ) 

= 1l"t:1l12 U«a - 1,b)1l2(x - l,y)1l3;Jl12(U,V» (a - l,b) 112 IlI2 1112 113 (x - l,y) 

x(d,e) (g,h) I (U,V») 
112 113 (u,v) 

( 
(a,b) (d,e) I (s,t) )( (s,t) 

= U{(a - l,b)(d,e)(x - l,y)(g,h);(s - l,t)(u,v» (a _ l,b) 
(d,e) (s - l,t) (s - l,t) 

TABLE I. Racah coefficients U({a,b){d,e){x,y){O,1 );(s,t){u,v» for the two-column U{n) irreps (a,b) == (2a 16 6), etc. 

(g,h) I (x,y) ) 
(g,h) (x - l,y) . 

(s,t) (U,V) = (d + I,e - 1) (U,V) = (d,e + 1) 

(39) 

(x - l,y+ I) ~[(b+e+y+3){e-b+y+ 1) ]112 
2 (e+ l){y+ 1) 

_ (_I)a+d+e+x [(b-e+ y + I){b+e-y+ I) ]'/2 
2 (e+ I){y+ I) 

(x,y-I) 
{_I)a+d+e+x [(b+e- y + I){b-e+y+ I) ]'12 

2 (e+ l){y+ 1) 

~[(b+e+y+ 3){e-b+y+ 1) ]'/2 
2 (e+l){y+1) 
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TABLE II. 9...t coefficients X(a,b)(O,l)(d,e)(O,I);(s,t)(u,v);(x - I,y)( I,O);(x,y» for the two-column U(n)irreps(a,b) == (2" I bO), etc. 

(s,t) (U,v) = (d + I,e - I) (U,v) = (d,e + I) 

(a + I,b-I) 
(_l)d+< [(b+e- Y)(b+e+ y +2)]I12 

2 2(b+ l)(e+ I) 

- (-1)"+% [(b-e+ y)(e-b+y+ 2) ]112 
2 2(b+ I)(e+ I) 

(a,b + I) 
_(_I)"+b+x+ y [(b-e+ Y+2)(e-b+ y )]I12 

2 2(b+l)(e+l) 
(_I)d [(b+e+ y +4)(b+e- y +2) ]112 

2 2(b+l)(e+1) 

The explicit expressions for the isoscalar factors appearing 
in this equation were given in Ref. 28. In particular, we 
have28 

(
U,V) 

(u,v) 
(a,b) I (x,y) ) [a(a + b + 1) ] 1/2 

(a-l,b) (x-l,y) = x(x+y+ 1) , 
(40) 

which implies that Eq. (39) represents the following sjmple 
recursion formula: 

U«a,b) (d,e) (x,y) (g,h);(s,t) (u,v» 

= U{(a - l,b)(d,e)(x - l,y)(g,h);(s - l,t)(u,v». 
(41) 

Using successively this formula and the symmetry proper­
ties of Racah coefficients, we finally arrive at 

U«a,b) (d,e) (x,y)(g,h);(s,t) (u,v» 

= U«O,b)(d,e)(x - a - g,y)(O,h); 

(s - a,t)(u - g,v». (42) 

As will be shown later, we can also remove the "two-column 
part" from the second irrep (A2 ) == (d,e), obtaining finally 

U{(a,b) (d,e) (x,y) (g,h); (s,t) (u,v» 

= U{(O,b)(O,e)(x - a - d - g,y)(O,h); 

(s - a - d,t) (u - d - g,v». (43) 

Thus, the two-column parts of the three primitive irreps, 
namely (AI) == (a,b), (A2 ) == (d,e) and (A3 ) == (g,h), can be 
excluded from our considerations so that the values of the 
corresponding Racah coefficients will only depend on the 
spin of these primitive irreps. 

At this point, it should be recalled that in our recent 
derivations of the algebraic expressions for the U (n) isosca­
lar factors (cf. Appendix of Refs. 27 and 28) we have ex­
ploited the fact that the transformation coefficients relating 
the canonical and partitioned bases are independent of the 
two-column parts, which can be regarded as consisting of 
doubly occupied orbitals. This fact, that greatly facilitated 
our derivations, immediately follows from Eq. (43) since 
both the It and Is factors can be represented as Racah coeffi­
cients, as shown in the preceding section. In view of this 
result, our earlier derivations could be further simplified. 

Another useful corollary ofEq. (43) results when one of 
the primitive irreps (a,b), (d,e), or (g,h) contains only the 
two-column part, in which case the relevant Racah coeffi­
cient is equal to 1. Thus, for example, 

U«a,O) (d,e) (x,y) (g,h);(s,t) (u,v» = 1. (44) 

This corollary also immediately yields Eq. (36). 
So far we have only discussed the properties of Racah 

coefficients. However, the same results can be derived for 
higher-order invariants as well. Indeed, the 9A symbols (or 
X coefficients) are expressible in terms of Racah coefficients, 
so that their values will only depend on the spins of primitive 
irreps while being independent of the orbital and particle 
numbers. 

B. Recursion formulas for Racah coefficients 

Let us now derive some useful recursion formulas for 
Racah coefficients involving two-column irreps. We can re­
strict our attention to the coefficients appearing on the rhs of 
Eq. (42). Exploiting again Eq. ( 11), as well as the symmetry 
properties of Racah coefficients, we can write 

( 
(x,y) I (s,t) (O,h») 

U«O,b)(d,e)(x,y)(O,h);(s,t)(u,v» (x,y-l) (s,t) (O,h - 1) 

(
d,e) (O,h) I (u,v) )(O,b) 

= U{(O,b)(d,e)(x,y - 1 )(O,h - 1 );(s,t)(u,v - 1» (d,e) (O,h _ 1) (u,v _ 1) (O,b) 

+ U«O,b)(d,e)(x,y - 1 )(O,h - 1); (s,t)(u - l,v + 1) 

X(d,e) 
(d,e) 

(O,h) I (u,v) )(O,b) 
(O,h - 1) (u - l,v + 1) (O,b) 

(u,v) I (x,y) ) 
(u -1,v+ 1) (x,y-l) . 

(u,v) I (x,y) ) 
(u,v - 1) (x,y - 1) 

(45) 

Substituting the known expressions for the isoscalar factors [cf. Table II of Ref. 28 or Table I of this paper for Racah 
coefficients together with the relationship (34) ], we get 

U«O,b)(d,e)(x,y)(O,h);(s,t) (u,v»· [4v(v + l)(v + 2)(h - t + y)(h + t + y + 2) p/2 

= U«O,b)(d,e)(x,y - I)(O,h - 1); (s,t)(u,v - 1) 

X [(v + 2)(h - e + v)(h + e + v + 2)(b + v + y + 2)(v - b + y)] 1/2 
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+ ( - l)d+e+xU«O,b)(d,e)(x,y - I)(O,b - 1); (s,t)(u + l,v -1) 

X [v(h + e - v) (e - h + v + 2) (b + v - y + 2) (b - v + y)] 1/2. (46) 

Note that we have used Eq. (38c) which implies that ( - 1)h+ v = ( - l)e, thus simplifying the phase factor in the lastterm. 
In a completely analogous way, we obtain 

U«O,b)(d,e)(x,y)(O,h);(s,t)(u,v»)[4v(v + l)(v + 2)(h + t - y)(t - h + y + 2) JI/2 

= U«O,b)(d,e)(x - l,y + l)(O,h - I );(s,t)(u,v - 1»( - l)e+s+ U[ (v + 2)(h - e + v) 

X (b + v - y)(h + e + v + 2)(b - v + y + 2)] 1/2 + U«O,b)(d,e)(x - l,y + I )(O,h - I );(s,t)(u - l,v + 1» 

X( -l)d+s+u+X[v(h+e-v)(v-b+y+2)(e-h+v+2)(b+v+y+4)]1/2. (47) 

U«O,b) (d,e) (x,y) (O,h); (s,t) (u,v» 

and 

Using Eqs. (46) and (47), we can now recursively 
evaluate any Racah coefficient involving two-column U(n) 
irreps, starting with the simplest Racah coefficients given in 
Table I. As an example, we present Racah coefficients with 
h = 2 in Table III. 

We wish to stress again that in Eqs. (46) and (47), 
similarly as in Table I, the variables d, s, u, and x, that char­
acterize the two-column part ofthe coupled irreps, can only 
appear in the phase factors. Moreover, the phase factors ap­
pearing in these formulas, namely (_ I) d + e+ x, 

( _ l)e + s+ u, and ( _ I)d + s+ u + x, are invariant with re­
spect to an arbitrary shift of the two-column parts, i.e., to the 
transformation 

U«O,b)(d - 'i,e)(x - 7,y)(O,h);(s - 7,t)(U - 7,V» 

satisfy the same recursion formulas, Eqs. (46) and (47). 
Since they also involve the same starting point, Table I, we 
can conclude that Eq. (43) holds. 

As already mentioned in the Introduction, there is a 
close relationship between the SN' U(n), and SU(2) based 
approaches to the many-electron correlation problem. The 
above presented developments reveal an explicit form of this 
connection. In particular, we note that: 

d-d-7, S-S-7, U-U-7, X-X-7. (48) 
(i) The absolute values of simple U(n) Racah coeffi­

cients, Tables I and III, are identical with the SU (2) Racah 
coefficients. In particular, Consequently, both 

TABLE III. U(II) Racah coefficients of the type U«O,b)(d,e)(x,y)(O,2);(s,t)(u,v) involving two-column irreps (s,t) == (2' 1'0), etc. 

(U,v) 

(d,e + 2) 

(d+ I,e) 

(d+2,e-2) 

(U,v) 

(d,e+2) 

(d+ I,e) 

(d+ 2,e- 2) 

(U,v) 

(d,e + 2) 

(d + I,e) 

(d + 2,e- 2) 
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(s,t) == (x,y - 2) 

..!. [(e- b+ y)(b+ e+ y+ 2)(e- b+ y+ 2)(b+ e+ y+ 4) ]112 
4 (e+ l)(e+2)y(y+ I) 

(_I)d+e+ x [(b-e+ y )(e-b+Y)(b+e+ Y +2)(b+e- Y +2)]1/2 
2 2e(e + 2)y(y + I) 

..!. [(b- e+ y)(b + e- y)(b+ e- y+ 2)(b- e+ y+ 2)]112 
4 e(e + I)y(y + I) 

(s,t) = (x - I,y) 

_ (_I)d+e+x [(b-e+ y )(b+e- Y +2)(e-b+ Y +2)(b+e+ Y +4)]I12 
2 2(e+l)(e+2)y(y+2) 

e(e+ 2) +y(y+2) - b(b+ 2) 
2[e(e + 2)y(y + 2) ]112 

(_I)d+e+x [(b+e- y )(b-e+Y +2)(b+e+ Y +2)(e-b+ y )]I12 
2 2e(e+l)y(y+2) 

(s,t) = (x - 2,y + 2) 

..!. [(b+ e - y)(b - e+ y)(b + e - y+ 2)(b- e+ y+ 2)]112 
4 (e+l)(e+2)(y+l)(y+2) 

_ (_I)d+e+x [(b+e- y )(b-e+ Y +2)(e-b+ Y +2)(b+e+Y +4)]1I2 
2 2e(e+2)(y+ l)(y+2) 

..!. [(e - b + y)(b+ e+ y+ 2)(e - b+ y+ 2)(b + e+ y+ 4) ]1/2 
4 e(e+ I)(y+ l)(y+2) 

X. Li and J. Paldus 1596 



                                                                                                                                    

I U«a,b) (d,e)(x,y) (g,1);(s,t)(u,v»1 

=~(t+ l)(v+ 1) { ~~ y~2 2~t} 
and 

I U«a,b) (d,e)(x,y) (g,2);(s,t) (u,v»1 

- au - - - 1'- -I (b e y t V)I 
- 2'2'2"2'2 

(49) 

=~(t+ l)(v+ 1) { ~l y~2 2~t} (50) 

where U and au designate the U (n) and SU (2) Racah coef­
ficients, respectively. The above relations also show the con­
nection with the usual 6j symbols. 

(ii) The SU(2) Racah coefficients satisfy a number of 
recursion formulas, which enable their efficient evaluation. 
The above presented recursion formulas, Eqs. (46) and 
( 47), for the U (n) Racah coefficients involving two-column 
irreps are again identical with the corresponding SU (2) for­
mulas, except for the phases involved. For example, Bieden­
ham's formula [cf., e.g., Eq. (6.3.5) of Ref. 42] 

( 1 ) 2j + 2j { ('i), (. •• 1. 1.. 1 ) [( . 1) (. . .) (. . . 1 ) = - I 3 7~ h,12'}-2:,h-2:ilI2,123-2: 123+ 13-12+h3 12+13+123+ 

X ( . +' +. + 1) ( . . + .)] 1/2 ('i), ( • •• 1. 1.. 1 ) h 123} 123 - h} - 7~ h,12,} - -,13 - -;}12,123 +-
2 2 2 

X [j23(j2 + j3 - j23)(j2 - j3 + j23 + 1) (jl + j23 - j + 1) (jl - j23 + j) ]I/2} , (51) 

is equivalent with Eq. (46), except for the phases, which can 
be either opposite for the two terms on the rhs as in Eq. (51), 
or the same in view of the extra factor ( - 1) d + e + x in the 
second term on the rhs of Eq. (46). 

We can thus conclude that up to the phase factors, the 
U(n) Racah coefficients, as well as the higher-order invar­
iants (which are expressible in terms of Racah coefficients), 
that involve at most two-column irreps which are relevant in 
many-electron problems, are identical with the correspond­
ing SU (2) invariants. In fact, in view of the Clifford algebra 
UGA representation43 ofU (n) states, we can expect that the 
Racah coefficients involving k-column irreps will behave 
analogously as the SU (k) invariants. 

IV. DISCUSSION 

This paper contains two distinct types of results, which 
we discuss in turn. The first one involves general relation­
ships between various U(n) and SN isosca1ar factors and 
higher-order U(n) invariants, while the second one investi­
gates an explicit form of the relationship between the U (n ) 
and SU(2) approaches to the many-electron correlation 
problem. 

Let us first stress the striking simplicity of the relation­
ships which relate various U(n) and SN isosca1ar factors 
with U ( n) Racah coefficients or 9,A. symbols, as well as an 
equally striking simplicity of the derivation of these results. 
Although it is expected that higher-order invariants do re­
duce to lower-order ones when one or more irreps involved is 
a particularly simple one, it is indeed surprising that any 
U (n) isoscalar factor is just a special Racah or 9,A. symbol. 
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Moreover, an analogous relationship must exist for any 
group (considering finite-dimensional irreps), although it 
may not be as simple as for the U (n) case considered, since 
the isoscalar factors and higher-order invariants used are 
defined analogously for any group chain. It is worth remark­
ing at this occasion that very recently LeBlanc and Bieden­
harn35 found that the two classes of isoscalar factors (projec­
tive operators) can be related with the 9,A. symbols. This 
result was obtained using the vector coherent state tech­
nique32-35 for the U ( 3 ) :J U (2) chain and its validity was 
conjectured for the general U(n) :JU(n - 1) case. We also 
note that the approach employed in this paper is very similar 
to the so-called "build-up procedure" for the isoscalar fac­
tors and recoupling coefficients.44 Finally, we must caution 
the reader that throughout this paper we assume that the 
rank n ofU(n) is sufficiently large so that U(n) possesses all 
the irreps with a given N (equal to the number of boxes in a 
Young diagram labeling a given irrep), determining in turn 
S N' which may be rather small. Consequently, minor adjust­
ments may be required when applying these results to U(n) 
groups with small rank, in which case certain irreps (or cor­
responding terms containing them) may have to be omitted 
should their row number exceed n. 

It thus remains to discuss the relationship between the 
U(n) and SU(2) approaches, which is relevant to special 
two-column irreps characterizing the many-electron corre­
lation problem. In view of the UGA formalism,6--16 we can 
call this relationship a conjugation property and assume its 
validity in general. Moreover, we expect that, for example, 
the U(n) Racah coefficients involving three-column irreps 
and the SU ( 3) Racah coefficients will be identical (up to the 
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phase) in case when no mUltiplicity arises or can be so cho­
sen even when multiplicity does occur. In fact, this conjuga­
tion property is implied by the Littlewood-Richardson 
rules. It is well known that the outer-product reduction 
[A) ® [Jl) ! [ v) is identical with that for the conjugate reps, 
i.e., [1) ® [ft]! [ v). Although the corresponding U (n) ir­
reps (A ) and (1 ) have different dimensions, the result still 
holds. In fact, since Racah coefficients represent transfor­
mations between different coupling schemeS and are inde­
pendent of the chosen basis, we can choose the Weyl tableau 
WinEq. (9) [or,similarly,inEq. (12»),representingthe 
final coupled state, to be a special Oel'fand basis vector40 

with all orbitals singly occupied. Then, all other Weyl tab­
leaux labeling various coupled states must also correspOnd 
to special Oel'fand states, and the coupling reduces to the S N 

case, in which the outer product coupling coefficients for 
mutually conjugate irreps are identical except for the phase, 
and so are the final Racah coefficients. In the particular case 
of two-column irreps, when the relationship between U(n) 
and SU(2) is involved, we can understand this conjugation 
property in view of the following facts: (i) primitive irreps 
A 1,A2,A3 can be reduced to single-column irreps, (ii) the cou­
pling of three single-column irreps is conjugate to that for 
three single-row irreps [they are, in fact, SU (2) irreps) and, 
finally, (iii) U(n) isoscalar factors for coupling of two sin­
gle-row irreps to a two-row irrep are just the SU(2) CO 
coefficients and similarly for higher-order invariants. Note, 
however, that in the general case, coupling of two-column 
irreps can yield a three-column one, requiring the knowledge 
of SU (3) quantities, or a four-column one, when SU ( 4) 
comes into play. 

We note, finally, two implications of the present results 
forfuture work: (i) It enables a novel approach to the evalu­
ation of U (n) isoscalar factors. For example, knowing the 
SU (3) Racah coefficients, we can obtain (similarly as 
above) the U(n) Racah coefficients involving three-column 
irreps, which in turn will yield U (n) isoscalar factors involv­
ing three-column irreps using general relations established 
in Sec. II. (ii) It enables a canonical solution to the multi­
plicity problem, since we can exploit the conjugation proper­
ty to define the multiplicity labels. Thus, for example, be­
cause the SU (3) tensor operators have been completely 
evaluated and classified (cf. e.g., Ref. 45), the corresponding 
multiplicity problem for the three-column U (n) irreps may 
be resolved in a conjugate scheme. This fact is of consider­
able practical significance, since in actual applications the 
number of columns in each irrep is determined by the phys­
ics of the problem (e.g., two column irreps for !-spin sys­
tems,6 four-column irreps for !-spin-isospin systems, 16 

etc.). Clearly, a major existing problem is an easy determina­
tion of relevant phase factors. 
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On some Racah coefficients of U(n) 
c. Quesnea) 
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Some U(n) Racah coefficients appearing in various applications of vector coherent state and 
K-matrix theories are calculated: For such a purpose, use is made of their definition in terms of 
U (n): U (n - 1) reduced Wigner coefficients and U (n - 1) Racah coefficients. By starting 
from known U(2) Racah coefficients, the recursion relations obtained are solved by induction 
over n. 

I. INTRODUCTION 

During the last few years, the vector coherent statel
•
2 

and K-matrix2
-6 theories have played an ever-increasing role 

in the representation theory of Lie algebras (see Refs. 5 and 6 
and references therein). Indeed, their combination provides 
a simple systematic way of determining the explicit matrices 
for the ladder irreducible representations (irreps) of all clas­
sical Lie algebras in bases that reduce their u(n) or gl(n) 
subalgebra. 

In all cases, the analytic formulas or numerical algor­
ithms obtained contain some U (n) Racah coefficients. Al­
though the values of most of the coefficients are given in the 
literature, some are unknown. The purpose of the present 
paper is to calculate some Racah coefficients appearing in 
various applications ofthe vector coherent state and K-ma­
trix theories.6

•
7 

In Secs. II and III, we respectively prove the following 
results: 

U([ 10]n [10 - l]n [1+ a(1)(i)]n [f]n; 

[10]n [f]n (p = 1» 
= [(n-l)n(n+ 1)g([f]n)]-1/2 

X [jtl fj - n (I; - i + 1) ] 

and 

U([ 120]n [10 - l]n [1+ a(2)(i,j)]n [f]n; 

[20]n[f]n(P= 1) 

(1.1 ) 

= [2(n -1)g( [f]n)] -1/2[ (I; - fj + j - i - 1) 

X(I; -fj +j-i+ 1)]1/2, (1.2) 

where the U coefficients are Racah coefficients in unitary 
I 

II. PROOF OF EO. (1.1) 

form. 8•9 By using the symmetry properties of (1.2) (Refs. 8 
and 9), we obtain the relation 

U([I + a (2) (i, j) ]n [0 - 2]n [f]n [10 - 1 ]n; 

[ In ] (p = 1) [0 ( - 1) 2] n) 

= - [2(n + l)g([f]n)]-1I2[(1; -fj +j-i-l) 

x(1; -fj +j-i+ 1)]1/2, (1.3) 

which was proved for n = 3 and surmized for higher values 
of n by Rowe et al.6 

The notations in Eqs. (1.1 )-( 1.3) are defined as fol­
lows. The U (n) irreps are characterized by partitions into n 

integers [j] n == [f. fz· . "In ], II >fz>' .. >In· An overdot 
over a numeral implies that this numeral is repeated as often 
as necessary. The symbols a(\)(i) and a(2)(i,j), respectively, 
denote row vectors of dimension n with vanishing entries 
everywhere except for the components i or i and j, which 
have value unity. All couplings in (1.1 )-( 1.3) are multiplic­
ity free except for that of [10 - 1] n' with [j] n giving [j] n' 
which has a multiplicity of n - 1 for the generic irreps [j] n : 

The multiplicity index P = 1 (corresponding to q = 1 in 
Louck and Biedenharn's notations 10) refers to the case 
where this coupling arises from the matrix elements of the 
SU(n) generatorsEij - n-loij!,kEkk' i,j= 1, ... ,n. Finally, 
the rhs of ( 1.1 )-( 1.3) contain the function 

g([f]n) =n- I I(I; -fj)(1; -fj +2j-2i), (1.4) 
i<j 

which is the eigenvalue of the SU (n) Casimir operator 

n (n)2 G= I EijEji - n- I IE;; 
;,j= I ;= I 

( 1.5) 

corresponding to the irrep [j] n • 

The proof of Eq. (1.1) is based on the definition ofU(n) Racah coefficients in terms ofU(n):U(n - 1) reduced Wigner 
coefficients and U (n - 1) Racah coefficients, which in the present case reads as 

U([10]n [10 - l]n [/+ a(i)(;)]n [f]n;[10]n [f]n (p = 1) 

= L ([10]n [m(1)]n_I;[10 -1]n [m(2)]n_IIIlI0]n [m(12)]n_l) 

X ([ 10] n [m(12)] n _ I; [f] n [m(3)] n _ 1 II [1+ a(l)(i)] n [m] n - I ) 

.) Director of Research, F.N.R.S. 
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x ([ 16 - 1]n [m(2)]n -I ;[f]n [m(3)]n _ III [f]n [m(23)]n_1 )p= I 

X ([ 16] n [mOl] n _ I; [f] n [m(23)] n _ I II [I + a(1)(;)] n [m] n _ I ) 

XU([m(1)] n _ I [m(2)]n _ I [m]n _ I [m(3)]n _ I; [m(12)]n _ I [m(23)]n _ I (p = 1 ». (2.1) 

On the rhs of Eq. (2.1), the U(n - 1) irrep [m]n_1 == [m l m2 " 'mn_ 1 ] is kept fixed, while the summation runs over 
[m(1)] n _ I , [m(2)] n _ I , [m(3)] n _ I , [m(12)] n _ I , [m(23)] n _ I ; in the U (n - 1) Racah coefficient, the multiplicity indexp = 1 is 
required only when [m(2)] n _ I = [16 - 1] n _ I , since the remaining recoupling coefficients are multiplicity free. 

To reduce the number of contributing terms in Eq. (2.1), it is convenient to choose for [m]n_1 the highest weight 
U (n - 1) irrep contained in [1+ a(1)(;)] n: 

[m]n_1 = [/+a(1)(i)]n_1> if kn, 

= [f] n _ I> if i = n, (2.2) 

where [J]n-I == [ld2···f,. _ I] and a(1)(i) is now a row vector of dimension n - 1. The U(n - 1) irreps corresponding to 
such nonzero terms are listed in Table I. For i < n, there are only two contributing terms, while for i = n there are five, the first 
four of which contain a summation overj = 1, ... ,n - 1. 

Among the four types of reduced Wigner coefficients appearing on the rhs of Eq. (2.1), three belong to the class of 
fundamental reduced Wigner coefficients and can be easily evaluated by using the Biedenharn and Louck pattern calculus 
rules. II The remaining reduced Wigner coefficient, corresponding to the coupling of [ 16 - 1] n with [J] n , can be determined 
from the results of Louck and Biedenharn 10 or directly calculated from the known matrix elements of the U (n) generators in 
the Gel'fand basis. 12 On the other hand, the U(n - 1) Racah coefficients are either of the same type as the U(n) Racah 
coefficient of the lhs ofEq. (2.1) or have a trivial value, because one ofthe coupled irreps is [6]n_I' 

Hence, Eq. (2.1) leads to the following recursion relations for the Racah coefficients: 

(n - 1 )R; ([ f] n) = nR; ([ f] n - I ) - Ct:.t; - (n - 1)/n). k n, (2.3) 

(n - I)Rn ([f]n) = nA([f]n )Ct:C.t; - In + n - j - 1)- IBj ( [f]n- dRj([1 - a(1)(j) ]n- d 

+ ~tll.t; - (n -1)/n + 2(n _1)2 -1) - Ctll.t; - (n -1)/n - n). 

where R; ([ f] n)' A ([ f] n)' and Bj ([ f] n _ 1) are, respectively, defined by 

(2.4) 

R; ([f]n) = [(n - 1 )n(n + l)g([f]n)] J/2U([ 16]n [16 - 1]n [1+ a(1)(i)]n [f]n;[ 16]n [f]n (p = 1», (2.5) 
n-I 

A([f]n)= II [(lk-In+n-k-l)(lk-ln+n-k)-I], (2.6) 
k=J 

and 

n-1 

Bj ( [ f] n _ 1 ) = II [(.t; - Ik + k - j - 1)(.t; - Ik + k - j) - 1 ] • (2.7) 
k = I 
k ,ej 

By starting from the well-known U (2) Racah coefficients and proceeding by induction over n, it can be shown that the 
solution ofEqs. (2.3) and (2.4) is 

n 

R;([f]n)= I.t;-n(/;-i+l), (2.8) 
j= 1 

TABLE I. The U (n - I) irreps which give nonzero contributions to the rhs of Eq. (2.1) when [m I" _ I is chosen according to Eq. (2.2). 

[m(lIL._1 [mll'L. __ I [m(l 2I L._ I [mIJ1L._1 [mll3lL. _ I 

i<n [101,._1 [10-11,._1 [101,. _ I V],,--I VI,. - I 
[10]" _ I [01,._1 [IOl n_ 1 VI,. - I VI"-I 

i= n [101,._ I [10- 11,._1 [IOL. _ I [f- ~11I(j)L.-1 V - ~11I(j) 1,,- I 
[IOL._ I [OL._ I [IOL._ I V - ~(lI(j) I,. - 1 V_~(lI(j)],'_1 

[10],,_1 [O-IL._, [01,,_1 VL.- 1 V - ~11I(j) ],,_ 1 
[OL._I [l0L. _ 1 [IOl n_ I V - ~(lI(j) L. - 1 Vln-, 
[OL._I [OL._ 1 [01,._1 VL. - 1 VL.- 1 
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therefore leading to Eq. (1.1). The proof of Eq. (2.3) is straightforward, while that of Eq. (2.4) proceeds as follows. After 
introducing the value of Rj ( [/- A(1)(j) ],,-1) coming from Eq. (2.8) into the rhs ofEq. (2.4) and after recombining the 
various terms, one obtains the relation 

(n-1)R,,([f],,) =nA([f],,)[ - (n-I)~tll Bj([f],,_I) +Ct: lk - (n-l)/" + (n-l)2-1) 

X ~t: (fj - I" + n - j - I) -I Bj ([ f]" _ 1 ) + ~t: fj - (n - 1 )/" + 2 (n - I) 2 - 1 ] 

- (~il fj - (n - I)/" - n). (2.9) 
J= 1 

The two sums of the Bj ( [I]" _ 1 ) functions can be easily evaluated using the complex function residue theory 13 and are given 
by 

,,-I 

L Bj ([f],,_I)=n-l 
j=1 

and 
,,-I 

L (fj -/" +n-j-'I)-IBj([/L._I) = [A([/],,)]-I-l, 
j= 1 

respectively. By taking Eqs. (2.10) and (2.11) into account, Eq. (2.9) can be transformed into the relation 

(n-l)R,,([/],,) = (n-I)Ct:fj - (n-I)/" +n(n-I)), 

thus completing the proofofEq. (2.8). 

III. PROOF OF EQ. (1.2) 

The proof of Eq. (1.2) proceeds in the same way as that of Eq. (1.1). We therefore start from the definition 

U([ 126]" [16 - 1]" [I + A(2)(iJ)]n [f]n;[26]" [f]n (p = 1» 

= L ([126]" [m(1)]" _ 1; [16 - 1] n [m(2)]" _ 1 1/ [26]" [m(t2)]n _ 1 > 

X ([26]" [m(12)]" _ I; [f]n [m(3)]" _ 1 1/ [I + A(2)(i,j )]n [m]n _ 1 > 

X ( [ 16 - 1]" [m(2)] n _ 1 ; [I]" [m(3)] n _ 1 II [ I] n [m(23)] " _ 1 > p = 1 

X ([ 126] n [m(1)]" _ 1; [f] n [m(23)] n _ 1 II [I + A(2)(i,j )]" [m] n - 1 > 
XU([m(1)]n _ 1 [m(2)]n _ 1 [m]" _ 1 [m(3)]" _ 1; [m(t2)]" _ 1 [m(23)]n _ 1 (p = I), 

where we take, for [m]" _ 1 , the highest weight U (n - 1) irrep contained in [1+ A (2) (i, j ) ] n : 

[m],,_1 = [/+A(2)(i,j)],,_p if i<j<n, 

=[/+A(1)(i)],,_p ifi<j=n. 

(2.10) 

(2.11 ) 

(2.12) 

(3.1 ) 

(3.2) 

The U(n - 1) irrepscorresponding to the contributing terms in Eq. (3.1) are listed in Table II. For i <j < n, the rhs ofEq. 
(3.1) comprises a single term, while for i <j = n it includes five terms, the first two of which contain a summation over 
k = 1, ... ,n - 1, k =/=i and the third a summation over k = 1, ... ,n - 1. 

Among the four types of reduced Wigner coefficients appearing on the rhs of Eq. (3.1), two belong to the class of 
elementary reduced Wigner coefficients and are given in Ref. 11, another involves the totally symmetric irrep [26]" and is 
calculated in the Appendix, while the remaining one corresponds to the coupling of [ 16 - 1]" with [I]" and is evaluated as 
explained in Sec. II. On the other hand, the U (n - 1) Raeah coefficients fall into four categories: (i) coefficients of the same 
type as the U(n) Racah coefficient of the lhs of Eq. (3.1), (ii) coefficients given in Eq. (1.1), (iii) coefficients that can be 
calculated from those given in the Appendix of Ref. 14 by using some symmetry properties8

•
9 of Racah coefficients, and (iv) 

coefficients that have a trivial value because one of the coupled irreps is [6]" _ 1 • 

By taking the above results and Eq. (2.7) into account, Eq. (3.1) can be put into the following form: 

(3.3 ) 
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TABLE II. The U(n - 1) irreps which.give nonzero !XlIltributions to the rhs ofEq. (3.1) ,when [m]._ 1 is chosen according toEq. (3.2). 

ij [m(l)]._1 [mI21 ]._1 [mIl211._1 [mI31 ]._1 [m'2311._1 

kj<n [1 20]._ I [10-1]._1 [20]._1 [fl.-I [fl._I 

kj= n [1201._1 [10-1]._1 [201._1 [f-.6.(I)(k)]._1 [f-.6.(I)(k)]._1 

[1201._1 [0-11._1 [ 10]._1 [f].-I [f-.6.III(k)I._1 
(101._ I [10]._1 [201._ 1 [f- .6.(I)(k)I._1 [fl._ 1 
[10]._1 [10-1]._1 [ 10]._1 [f].-I [fl._ 1 
[ 101._ 1 [0]._1 [10]._ 1 [f].- 1 [fl.- 1 

R jn ([f]n) = C j ([f]n)( - :t: [( /; -Ik + k - i + 1 )(Ik -In + n - k - 1)] -I [(/; - Ik + k - i) 

k #j 

n-I ) 
-2k~1 Bd[f]n_'} - if; -In -i+ I} , i<j= n, 

where Rij ([ I 1 n ) and Cj ( [j] n ) are, respectively, defined by 

and 

Rij([f]n} = Rjj([f]n} = [2(n-l)g([f]n)]'12 

X U([ 1201n [10 - 1] n [f + a(2l O,j ) In [fln;[201n [/ln (p = 1 }), i<j, 

n-I 

X II [(Ik -In +n-k-l)(lk -In +n-k)-']. 
k=1 
k #j 

By induction over n, it can be shown that the solution of Eqs. (3.3) and (3.4) is 

Rij([f]n) = [if; -ij +j-i-l)(/; -ij +j-i+ 1)]112, 

(3.4 ) 

(3.5) 

(3.6) 

(3.7) 

hence leading to Eq. (1.2). In the case ofEq. (3.4), afterintroducing the value of R jk ([ 1- a(l)(k) 1 II _ I } coming from Eq. 
(3.7) into its rhs and after recombining the various terms, one obtains the relation 

R jn ([f]n) = Cj( [f]n }(:t:C/; -Ik + k - i)(/; - Ik + k - i + l)- IBk ([f]n-I) 

k#j 
n-I 

- (/; - In + n - i + 1) L (/; - Ik + k - i) [ (/; - Ik + k - i + I) (/k - In + n - k - 1)] - 1 
k=l 

XB,([!l.-,) - 2 :t: B,([fl._,) - (f, -f. - i + I)) 
where the three sums of the B k ( [ 11 n _ I ) functions are given by 

n-l ~ 

L (/; - Ik + k - i)( /; - Ik + k - i + 1) - 'B d [/1 n _ I } = n - 2, 
k=1 . 
k#i 

II-I 

L (/; -Ik +k-i}[(/; -Ik +k-i+ 1)(Ik ~/n +n-k-l)r1BkCl!ln_l) 
k=1 

(3.8) 

(3.9) 

(3.1O) 

and Eq. (2.10), respectively. Equations (3.9) and (3.10) can be directly derived from Eqs. (2.10) and (2.11) by changing 
n - 1 into n - 2 and II .. ·In _ I into II· .. /; _ d + 1 •• ·In ~ I • Their substitution into Eq. (3.8) finally completes the proof of 
Eq. (3.7). 
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APPENDIX: U(n):U(n-1) REDUCED WIGNER COEFFICIENTS INVOLVING THE IRREP [20]n 
According to Table II, three different types of U (n): U (n - 1) reduced Wigner coefficients involving [20] n appear on 

the rhs ofEq. (3.1), namely 

and 

([20]n [20]n _ I ;[/]n [f]n _ III [1+ ft.(2)(i,j )]n [1+ ft.(2)(i,j )]n _ I ) for kj < n, 

([20]n [20]n _ I ;[/]n [I - ft.(1)(k)]n _ 111[1+ ft.(2)(i,n)]n [I + ft.(1)(i)]n _ I ) for i,k < n, 

([20]n [10]n_ I; [/]n [/]n _ III [I + ft.(2) (i,n) ]n [I + ft.(1)(i)]n _ I ) for k n. 

Since the first of the above coefficients is trivially equal to 1, we are only left with the calculation of the remaining two, which is 
the purpose of this Appendix. 

This calculation can be easily performed by using the relation 

([20]n [m(12)] n _ 1;[ f]n [m(3)]n _ III [I + ft.(2)(i,n)]n [I + ft.(I)(i)]n - I) 

= [U([ 10]n [10] n [1+ ft.(2)(i,n)] n [f]n; [20]n [I + ft.(I)(n) ]n)]-I 

XL ([10]n [m(l)]n_ 1;[ 10]n [m(2)] n _ III [20]n [m(12)]n - I) 

X ([ 10]n [m(2)]n _ 1;[ f]n [m(3)] n _ I 11[1+ ft.(1)(n)]n [m(23)]n_ I ) 

X ([ 10]n [m(I)]n _ 1;[ 1+ ft.(I)(n)]n [m(23)]n _ III [I + ft.(2)(i,n)]n [1+ ft.W(i)]n - I) 

XU([m(1)]n _ I [m(2)]n _ I [1+ ft.(l)(i)]n _ I [m(3)] n _ I; [m(l2)]n _ I [m(23)]n - I)' (A1) 

resulting from the definition of the U(n) Racah coefficients and the orthogonality properties ofU(n):U(n -1) reduced 
Wigner coefficients. In Eq. (A1), all couplings are multiplicity free and on the rhs the summation runs over [m(1)]n_I' 
[m(2)] n _ I , and [m(23)] n _ I . 

For [m(12)]n_1 = [20]n_I' [m(3)]n_1 = [/-ft.(1)(k)]n_I' as well as for [m(2)]n_1 = [IO]n_I' 
[m(3)]n_1 = [/]n-I> the sum contains a single term corresponding to [m(t)]n_1 = [m(2)]n_1 = [10]n_1> 
[m(23)]n _ I = [/]n _ I' and [mO)]n _ I = [10]n _ I' [m(2)]n _ I = [O]n _ I' [m(23)]n _ I = [/]n _ 1> respectively. Since all the 
reduced Wigner coefficients are fundamental ones and are given in Ref. 11 and since the U (n) and U (n - 1) Racah coeffi­
cients can be determined from those calculated in the Appendix of Ref. 14 by using some symmetry properties8

,9 ofRacah 
coefficients, it is straightforward to obtain the following results: 

([20] n [20] n _ 1;[ f] n [I - ft.(\)(k)] n _ I II [I + ft.(2) (i,n) ]n [1+ ft.(I)(i)]n - I ) 

= (_1)n-k-I[U; -Ik +k-i+2)(/; -In +n-i-1) 

X[(/; -Ik +k-i+ 1)(/; -In +n-i+ 1)(lk -In +n-k-l)]-I 

X (~fl: Uj - Ik + k - j + 1)(.Ij - Ik + k - j) - I) (~flll (.Ij - In + n - j - 1)(.Ij - In + n - j) - I) ]1/2 
j~k j~i 

(A2) 

and 

[ (

n- I )]112 
= ( - 1) n - I (/; -In + n - i-l)( /; -In + n - i + 1) -I jH: (.Ij -In + n - j - 1)(.Ij - In + n - j) - I . 
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The notion of an algebra of tensor operators for a simple Lie algebra is discussed. A model for 
the finite-dimensional irreducible representations of sl ( 4) is constructed. Explicit Wigner 
operators acting on the model are defined. Striking commutation properties for these operators 
are conjectured that resolve a sequence of nontrivial multiplicity problems. 

I. INTRODUCTION 

Evidence is presented that a theory of tensor operators 
of sl4 can be built that is analogous to that found recently for 
sl3 in Refs. 1 and 2. 

Progress for sl3 was based on a close study of commuta­
tors of sl3 Wigner operators that revealed a simpler pattern 
than might have been expected. This paper initiates a similar 
study for s14' We present the first computational evidence 
that simple patterns exist for sl4 as well. We remain far from 
a definitive result. 

Section II is a mathematician's view of the first goal of a 
theory of tensor operators, namely the construction of a suit­
able "algebra of tensor operators" for each simple Lie alge­
bra. The algebra will be an algebra oflinear endomorphisms 
of a "model" for the irreducible finite-dimensional represen­
tations of the Lie algebra. (A model contains each isomor­
phism type with multiplicity one.) Certain of the tensor op­
erators are called "Wigner operators." The problem is to 
find enough natural Wigner operators. It should be empha­
sized that this view is only a small part of a vast program 
initiated by Biedenham that has regrettably attracted less 
attention from mathematicians than from physicists. 

In Sec. III a model for the finite-dimensional irreducible 
representations of sl4 is constructed. The model is realized as 
the null space of a family of polynomial differential opera­
tors. Two commutative algebras, each isomorphic to the 
shape algebra of s14' act on the model. Together they gener­
ate an algebra D, analogous to a Weyl algebra. I would guess 
that the desired algebra of tensor operators would be found 
within D. This suggests an avenue of investigation for sl" . 

Section IV presents the computational discoveries for 
sl4.They are that the commutators of certain Wigner opera­
tors are themselves (unexpectedly) Wigner operators. Iter­
ation of commutators thus produces a sequence of Wigner 
operators that, since they belong to spaces of multiplicity 
two, resolve a sequence of multiplicity problems. Since the 
Wigner operators are presented in Sec. IV as differential op­
erators in 14 variables, the computations are too lengthy to 
be done by hand. The results of Sec. IV were both discovered 
and verified by massive computation on an IBM 3081 using 
the software REDUCE. It is in the nature of things that the 
computer suggests more than it proves; so I have had to 
phrase the results as conjectures with given computer evi­
dence. 

II. THE PROBLEM 

Let g be a simple complex Lie algebra. 
Choose a Cartan subalgebra h of g, and let P be the 

group of weights of ( g,h). Let P + + be the set of dominant 
weights relative to some ordering on P that we fix once for 
all. For each AeP ++,let W,t be a simplegmodule of highest 
weight A. For each AeP-P++, let W,t = (0). Let 
W = E9 ,tEP W,t, so that Wis a model for the finite-dimension­
al irreducible representations of g. We will write 
gCEndc (W) (a slight abuse of notation) and view 
Endc ( W) as a g module via the adjoint action of g, the usual 
way. 

We next define some terms that have become more or 
less standard in the physics literature but are unfamiliar to 
most mathematicians. 

The elements of Endc (W) are called tensor operators. 
Since every linear endomorphism of the model W is ad­
mitted as a tensor operator, the notion is not very restrictive. 
Part of the problem is to restrict it. 

Let Tbe a tensor operator. 
We say that T is a fl.-shift operator for 

fl.eP iffT( W,t ) C W,t + I!>. for all AeP. It is a shift operator iff it 
is a fl.-shift operator for some fl.eP. 

We say that Tis a A operator for AeP + +iffT generates a 
simple g submodule of Endc (W) with highest weight A or 
T = O. It is irreducible iff it is a nonzero A operator for some 
AeP + +; thus, T is an irreducible operator if and only if T 
generates a finite-dimensional simple g submodule of 
Endc(W)· 

We say that Tis a Wigner operator iff T is an irreducible 
shift operator or T = O. We will say that Tis of type (~ ) iff T 
is both a fl.-shift operator and a A operator. A complete 
Wigner operator is a simple g submodule of Endc ( W) that is 
generated by a nonzero Wigner operator. It carries the type 
of its nonzero elements. 

Note, for example, that g itself is a complete Wigner 
operator, effecting shift fl. = O. 

It is known that there exist nonzero Wigner operators of 
type (~ ) if and only if fl. is a weight of WA • 

The first problem in the subject is that of constructing a 
suitable subalgebra A of Endc ( W). (The literature suggests 
that once A is got right, physicists would restrict the word 
"tensor operator" to mean an element of A.) The vague word 
"suitable" is not defined, but can be taken to include the 
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following points. 
(i) A should contain g (and hence contain a copy of the 

universal enveloping algebra of g.) 
(ii) Every endomorphism of every finite-dimensional 

subspace of W should lift to an element of A. 
(iii) A should have a basis consisting ofWigner: opera­

tors. Equivalently, A should be a direct sum of complete' 
Wigner operators. 

(iv) The commutant ofginA, which is the (commuta­
tive) algebra of elements of A that act as scalar multiplica­
tions on each W,t, should be manageable. Probably it or a 
natural quotient of it should be isomorphic to a polynomial 
ring in rank(g) variables. (It can be extended as needed.) 
Note that this commutative algebra can be described as the 
algebra of all Wigner operators in A that are of type (g ) . 

(v) LetB(~) be the space ofWigneroperatorsinA that 
are of type (~) and of g weight A. Then B( ~ ) should be a 
free B(g) module of rank equal to the multiplicity of the 
weight !:J. in the representation WA • This property reflects 
the fact that the multiplicity of WA as a g submodule of 
HODlc ( WI" WI' + A ), viewed as a function of JL for fixed A 
and !:J., attains a maximum equal to the multiplicity of the 
weight!:J. in WA • 

(vi) The multiplication law inA should be surprisingly 
simple. Though this is vague, it is important. I do not know 
how to be precise here. I will just give an example of the kind 
of phenomenon I am looking for. Let U, V, be complete 
Wigner operators of types (~), (~). Then the g module 
[ U, V] that is spanned by the commutators of elements of U 
and V need not be simple. It may contain any or all irreduci­
ble constituents of W,t ® WA for which 6 + !:J. is a weight. 
Nevertheless, for many U and V in A, the module [U, V] 
should be smaller than the previous sentence might suggest. 
This is a "property" possessed also by the universal envelop­
ing algebra of g. 

The only cases I know of for which such an algebra A 
has been constructed are those of g = sl2 and g = s13' For 
g = sl2 there are several candidates for A, including a Weyl 
algebra and some quotients of the universal enveloping alge­
bra of s13' The main result of Refs. 1 and 2 is the construction 
for g = sl3 of an A that is a quotient of the universal envelop­
ing algebra of SOg. 

The common feature in these constructions is that the 
generators for A are represented by nice formulas, essentially 
polynomial differential operators, acting on the model W, 
which is a subspace of the symmetric algebra of the sum of 
the fundamental representations of g. This motivates the 
construction of the model for the representations of S4 that is 
presented in Sec. III of the present paper. 

It is possible that A can be generated by a well-known 
Lie algebra that has a basis ofWigner operators, but I would 
expect such a Lie algebra to be infinite dimensional for 
g= sIn, n>4. 

In all my work I have started with the vague property 
(vi) above. In Sec. IV ofthis paper I will present computa­
tional evidence that something can be done with property 
(vi) in the caseg = s14' More precisely, I will find some pairs 
of complete Wigner operators U, V for which [U, V] is (un-
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expectedly) a simple g module (and is hence a complete 
Wigner operator.) 

III. A MODEL' FOR THE REPRESENTATIONS OF 814 

Henceforth we will be concerned only with the Lie alge­
bra g = sl4 of 4 X 4 complex matrices with trace equal to O. 
Denote by h the Cartan subalgebra of diagonal matrices in g 
and by n the subalgebra of strictly upper triangular matrices 
ing. We write Eij for the matrix all of whose entries equal 0 
except for the ijth which equals 1. 

The group P of weights of ( g,h) will be identified with 
Z4/«(1,I,I,I» as follows: For A = (mlm2m3m4)EP and 
H = ~hjEiiEh, defineA(H) = ~mjhj' Take the ordering on 
P determined by the Borel subalgebra b = hen. Then 
(m lm2m3m4)EP++ if and only ifmj>mj+ I for l<i<3. 

The principal result of this paper is the production of 
complete Wigner operators Vn for sl4 of type 

o n 
n n-l ~) 

forn>lsuchthat [Vm,Vn] = Vm+n' 
Allgmodules that concern us will be spaces of poly no­

mials and of polynomial differential operators. For conven­
ience, we adopt the notation x to indicate the formal differ­
ential operator a I ax with respect to a variable x. Thus, for 
example, [x,x] = 1 and [x,y] = O. 

We first produce a model for the finite-dimensional irre­
ducible representations of g. Begin with the defining g mod­
ule Wi = C\ which has highest weight WI = (1000). Let 
W2 = 1\ 2 WI and W3 = 1\ 3 WI> simple g modules whose 
highest weights are the other two fundamental dominant 
weights w2 = (1100) and W3 = (1110). Let 
C= Sym( WI e W2 e W3 ). 

Let {a)l<j<4 be the standard basis of WI' The g action 
on WI can be described by the formula Eij = ajQj for i=l= j. 
Write aij for a j 1\ aj , 1 <,i < j<4, and write aijk for 
a j I\aj I\ak' l<i < j<k<4. The space Cis nothing but the 
polynomial ring in the 14 independent commuting variables 
a j, a ij' a ijk' It is easy to work out explicitly the action of g on 
this ring. It is through polynomial differential operators as 
follows: 

for ijkl a permutation of 1234, 

where for I' a permutation of I whose sign is E, we let 
aI' = Eal · 

LetA = (mnpO)EP ++' and letx,t = aj- ila~2-Pa)23EC. 
Let W,t be the g submodule of C that is generated by X,t. 
Clearly X,t is primitive (i.e., annihilated by n) of weight A, so 
that W,t is a simple g module of highest weight A. 

Let W = e,tep W,t, so that W is a model for the irre-
++ 

ducible representations of g. 
There are two naturally occurring commutative alge­

bras of linear endomorphisms of W that I want to describe 
next. 

Define the ten shuffle polynomials in C as follows. 
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A = - al2a34 + al3a24 - a23a14, 

BI = ala23 - a2a13 + a3a!2J 

B2 = ala24 - a2al4 + a4a12, 

B3 = ala34 - a3al4 + a4a13, 

B4 = a2a34 - a3a24 + a4a23, 

C I = a12a134 - a13a124 + a14a123' 

C2 = al2a234 - a23al24 + a24a123' 

C3 = a13a234 - a23a134 + a34a123' 

C4 = al4a234 - a24al34 + a34a124' 

D = ala234 - a2a134 + a3al24 - a4a123' 

Both A and D are annihilated by g. The four B; and the 
four C; each span four-dimensional g submodules of C. The 
shuffie terminology derives from Ref. 3, where a combina­
torial description of the shuffie polynomials can be found. 

Let Ibe the ideal in C generated by the ten shuffie poly­
nomials. It is a g submodule of C. 

Let Cbe the polynomial ring in the 14 commuting vari­
ables aiJ aij' aijk' D...=fine the shuffle operators A, H;, C;, 0 to 
be the elements of C derived from the shuffie polynomials by 
replacing the as by as. Let ! denote the ideal in C that is 
generated by the ten shuffie operators. 

Proposition 1: The ideal I is a vector space complement 
to the model Win C. In other words, C = W (D I. 

Proposition 2: W = { qEC Ifq = 0 for allfEl}. 
Proposition 2 is very useful because the definition of W 

was so indirect. 
Proposition 1 goes back at least to Hodge.4 The quotient 

C I I, which is the coordinate ring of an affine flag variety, has 
been called the shape algebra in Refs. 5 and 6. Proposition 2 
may be known, too, but I have been unable to trace it in the 
literature. 

From Propositions 1 and 2 we can derive actions of the 
(isomorphic) quotient rings C I I and C !I on W. LetDbe the 
subalgebra of En de ( W) that is generated by C I I and C II. I 
would suggest that D merits close study. The algebra D, or 
something very close to it, may provide the suitable algebra 
A of Sec. II. Since shuffie operators and the natural analog of 
Proposition 1 are known for sin' one can formulate Proposi­
tion 2 and try to construct D for sin. For s12' D will equal the 
A of Ref. 7. 

There is a subalgebra of D that also deserves attention, 
namely F, the algebra of endomorphisms of W that are re­
strictions to W of polynomial differential operators d in the 
variables a;, aij' aijk such that d( W) C W. For sl2 there is 
equality F = D. but this is not so for s13' The precise relation­
ship of D to Fis worth determining. Nearly all my calcula­
tions have taken place within F. F contains the A for sl3 
constructed in Ref. 2. 

We tum to the proofs of the propositions. They will be 
based upon an explicit determination ofthe algebra of primi­
tive vectors in C. 

Lemma: Let XI = a l • X2 = a 12• X3 = a 123, X4 = A, 
Xs = BIJ X6 = C I , X7 = D, Xs = a2C I - a 1C2• 

(i) f(q) = 0 for all]en and qEC[X]. 
(ii) The X; are algebraically independent elements of C. 
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(iii) C is generated as a g module by C[X]; 
C[X] = {qeC Inq = O}. 

Proof Part (i) follows from the computation 
Ejk(Xj ) =Oforj<kand l<i<8. 

Each of the formulas for the polynomials in the se­
quence XI' X2, X3, Xs, X6, Xs, X7, X4 involves at least one 
variable not present in any of the earlier formulas; one may 
take the sequence of new variables to be ai' a 12, a 123, a23, a 14, 
a234, a4, a34. Part (ii) follows. 

In view of (i), the two statements of part (iii) are equiv­
alent. In view of (ii) they can be proved by showing that the 
dimension ofthe space of homogeneous polynomials belong­
ing to C of fixed degree d equals the sum of the dimensions of 
the simple g modules generated by the monomials in the X; 
that are of degree d in the a variables. We omit the details. 

Pro%/Proposition 1: C[X] CI + W, and I + Wis ag 
submodule of C (because I and Ware g submodules.) There­
fore, by part (iii) of the lemma, 1+ W = C. We will show 
that In W = (0) by constructing a homomorphism t/J with 
domain Csuch thatlC ker(t/J) and wn ker(t/J) = (0). 

Let C [ y] be the polynomial ring in the twelve variables 
Y;k' l<i<4. t..;;k<3. WegiveC[ y] the structure ofgmodule 
via the formulas Eij = ~i= IY;kYjk for i# j. 

Define an algebra homomorphism t/J:C--+C[ y] as fol­
lows: 

t/J(a;) =Yil' 

t/J(aij) = det (Yil 
\vjl 

Ya) , 
Yj2 

t/J(aijk) = det r;;: ;; ;; ) . 
\;kl Yk2 Yk3 

Since t/J is ag map, its kernel must be ag submodule of C. 
By Sylvester's identities, t/J(X;) = 0 for i = 4, 5, 6, 7 and so 
IC ker(t/J). Because t/J is nonzero on each monomial in the 
first three X; alone, W" n ker(t/J) = (0) for all -tEl' ++. 
Therefore, wn ker(t/J) = (0). 

Proo/ 0/ Proposition 2: To show that 
WC{ qeC I!q = (O)}, it suffices to show that 
{ qeC I!q = (O)} is a g submodule of C that contains all the 
monomials a7'a~2 a)23' This is so because the shuffie opera­
tors, which generate !, span a g subspace of C and are easily 
seen to annihilate all the a';'a~2 a{23' 

No~ consider the reverse inclusion, 
{ qeC IIq = (O)} C W. Since both sides are g modules, it will 
suffice to prove that {qeCl!q = (0) and 
nq = (O)}C{ qEWlnq = (O)}. By the lemma and thedefin­
ition of _ W, the inclusion to be proved is 
{qee[X] IIq = (O)}CC[XI, X2, X3]. 

Let qEC[X] and suppose that q is annihilated by all ten 
shuffie operators. We must prove that q is a polynomial in 
the variables XI' X2, X3 alone. 

The elements of! act on C[X] as differential operators 
in the X; with coefficients in C. They can be worked out 
explicitly. We present four ofthe formulas that will get the 
proof started. In each case I describe an element of! by 

~ving i!s eff~ ~n the monomial m= IX;"'. We let 
E6 = a4C3 - a3C4El. 
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A:(m2 + m4 + mS + m6 + mS + 2)X4 -XIX;XsX6' 

C3:B~4X7 - a124XIX~7 - X2(XIXsX6 + X;X4) , 

C4:XIX;X~7 - XsX4X7' 

E6:«m3 + mS + m7 + I)X2 +XsX7)X4X7' 

The equation E6 (q) = 0 can be shown to imply that 
1'41'7(q) = o. It follows immediately, then, from C4(q) = 0, 
that 1'~7(q) = O. Next, the equation C3(q) = 0 implies 
that - X I1'sX6(q) = 1';X4(q) , which combines with 
A(q) = 0 to prove that 1'4(q) = 1'sX6(q) = o. Thus the 
variable X4 does not occur in q. 

The rest of the analysis is similar. The equations 
C2 (q) = 0 and D(q) = 0 now imply that X7 and Xs are ab­
sent from q as well. At this point we know that q is a polyno­
mialinXI,X2,X3,Xs, X6 and that1'sX6(q) = O. It is an easy 
matter to use CI to prove that 1'6(q) = 0 and to use 131 to 
prove that 1's (q) = O. 

IV. THE DISCOVERY 

We can now present the main construction of this paper. 
Let 

where 

GI = alai + a2a2 + a3a3 + a4a4, 

M = al2(a lal2 - a3a23 - a4( 24 ) 

+ a13 (a la13 + a2a23 - a4( 34 ) 

+ al4(alal4 + a2a24 + a3( 34 ), 

N = a 123 (a la13 + a2a23 - a4( 34 ) 

+ al24(alal4 + a2a24 + a3( 34 )· 

After verifying that [I, VI] lies in the left ideal of 
Ende (C) that is generated by I, we can assert (by Proposi­
tion 2) that VI (W) C Wand therefore write 
vleFCEnde (W). A computation shows that VI commutes 
with n and is a Wigner operator of type 

(i) (m + n + 2, m + n, m + n - 2, 0), WI = u®v. 

o 
1 0 

1) o . 

Let VI be the g submodule of Ende (W) that is genera-
ted by VI' Define Vn = [VI' Vn _ I ] and 
Vn = [E2IVI,E32Vn_d foralln>1. NotethatvnEVn. 

Conjecture: 
( 1) Vn is a complete Wigner operator of type 

o n 
n n-l ~) , 

and Vn is a vector of highest weight, for all n> 1, 
(2) [Vm' Vn] = Vm+n,allm,n>1. 
(3) [E2IVm,E32Vn] = [E2Ivn,E32vm],forallm,n>1. 
I have verified on the computer using REDUCE conjec-

ture 1 for n.;;;;5, conjectures 2 and 3 for m + n.;;;;4 and (m, 
n) = (1,4). 

It follows from the conjectures that 
[E21 Vm, E32 vn] = cmnvm+ n for some Cmn #OeQ. Bydefini­
tion Cln = 1; and the conjectures imply that Cmn = cnm • I 
have verified that C22 = 1. 

The conjectures resolve a sequence of multiplicity prob­
lems in the following way. Fix n, and let 
An = (n + 1, n, n - 1, O)eP ++. Let tJ. = (1, 0, 1, l)eP. 
Since the multiplicity ofthe weight ntJ. in the representation 
WAn is 2, the multiplicity of WAn in Home ( Wp, Wp + nl>. ) is 
equal to 2 for generic ft. Thus it is not at all clear how to find 
an irreducible subspace of Home ( Wp' Wp + nl>.) that has 
highest weight An' I propose taking Vn • A choice of VI for 
n = 1 had to be made, but the other Vn are then generated 
automatically. 

We proceed to describe the computer verifications of the 
conjectures. 

For n> 1, let Un be a simple g module of highest weight 
(n + 1, n, n - 1,0). We ask for those simple g modules of 
Um ® Un that have (m + n, 0, m + n, m + n) as a weight, 
since they and only they could potentially arise in the com­
mutator [ V m' Vn ]. The list is not long and is independent of 
(m, n). Let u, V be highest weight vectors in U m' Un. We list 
the five relevant dominant weights and the six correspond­
ing primitive elements Wi of Urn ® Un: 

(ii) (m + n + 1, m + n + 1, m + n - 2, 0), W2 = E21 u ® V - u ® E21 v. 
(iii) (m+n+2,m+n-l,m+n-l,0),w3=E32u®v-u®E32v, 
(iv) (m + n + 1, m + n, m + n - 1,0) 
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Ws = -3(E2IU®E32V+E32U®E21v) + (E32E21U®V+u®E32E21V) + (E21E32U®V+u®E21E32V), 

Wa = (E2IU®E32V-E32U®E21V) - (E32E21U®V- u®E32E21V) + (E21E32u®v- U®E21E32V). 

(v) (m + n, m + n, m + n, 0) 

Ws = - 3(u@E32E21E32E21V + E32E21E32E21U ® V) + 3(E21u®E32E21E32V + E32E21E32U ®E21 v) 

+ 3 (E21E32E21U ®E32v + E32U ®E21E32E21V) + (E32E21U ®E21E32V + E21E32U ®E32E21V) 

- 2E32E21U ®E32E21V - 2E21E32U ®E21E32v. 
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Now make the substitutions U ~vm and v ~Vn' Then 
conjectures 1 and 2 amount to the assertions that under the 
maps Vm ® Vn ~Endc (W), a ®p~[a, /:11, we have 
WI = W2 = W3 = Ws = Ws = ° and Wa = AVm + n for some 
A ;fOeC. Note that in the case m = n, then WIt WS' and Ws are 
zero automatically because they are symmetric tensors. 

Further, if WI = 0, then 

W2 = 2E2IU ® v, 

W3 = 2E32U ® v, 

and 

If 

WI = W2 = W3 = Ws = 0, then 

Wa = 6E21 U ®E32 v = - 6E32 u ®E21 v 

1609 J. Math. Phys., Vol. 31, No.7, July 1990 

and 

Ws = - 12(u ® (E32E2I )2V + (E32E21 )2U ® v). 

I simply checked on the computer that 

[u, v] = 0, [E2Iu, v] = 0, [E32u, v] = 0, 

[E2IU,E32V] + [E32U, E2IV] = 0, 

[u, (E32E21)2V] + [(E32E 21 )2U, v] = 0. 

It would have been sufficient to verify only the second, 
third, and fifth of these last five equations. 

I L. C. Biedenharn and D. Hath, Commun. Math. Phys. 93, 143 ( 1984). 
20. Hath, and L. C. Biedenharn, Can. J. Math. 37, 710 (1985). 
3K. BacJawski, SIAMJ. Alg. Disc. Meth. 3, 592 (1982). 
4 W. V. D. Hodge, Proc. Cambridge Philos. Soc. 39, 22 ( 1943). 
S J. Towber, J. Algebra 47,80 (1977). 
6 J. Towber, J. Algebra 61,414 (1979). 
70. Hath, L'Enseignement Math. 29, 339 (1983). 
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Moment invariants [functions of the moments of a Vlasov distribution that are invariant under 
Sp(6)] are classified using Young diagrams. The connection between the moment invariants 
and the Poincare invariants is established. An application using the moment invariants as 
phase space coordinates is considered for a matching section in a particle-beam accelerator, 
and a Lie-Poisson numerical integration algorithm for the moment dynamics is proposed. 

I. INTRODUCTION 

For particle beams accurately described by the Vlasov 
equation, the moment description is useful since the mo­
ments correspond to laboratory quantities. For example, in 
ID, the moments consisting of the beam centroid (q) and 
the rms width Sqrt( (rl» are measurable quantities, where 
the brackets denote integration against the particle distribu­
tion. The rms emittance Sqrt «rl) (P2) - (pq)2) is invar­
iant under linear symplectic motions. In Lysenko and Over­
ley, I generalizations of the rms emittance in 1, 2, and 3 Dare 
presented, which are also moment invariants (i.e., also func­
tions of the moments that are invariant under linear mo­
tions). In addition, they find an infinite number other mo­
ment invariants and suggest, in the context of a matching 
section, that these would provide useful variables for de­
scribing beam dynamics. 

In this paper we use the Lie-Poisson structure of the 
Vlasov equation as discussed in Marsden et al.,2 and show 
the moments to be a projection of the particle distribution 
determining Lie-Poisson dynamics dual to a subalgebra or 
quotient algebra of the algebra corresponding to the group of 
symplectomorphisms. The new phase space for the Vlasov 
equation is the symmetric tensor algebra over single particle 
phase space. In this setting a complete list of tensor invar­
iants is provided, which explains and extends the moment 
invariants found in Ref. 1. Hilbert's theorem on polynomial 
ideals shows3 that the moment invariants depending on mo­
ments of order k or less are finitely generated, suggesting a 
numerical integration algorithm that uses the generators as 
beam coordinates. 

II. THE MOMENTS 

Let Z = R 3 X R 3 with usual symplectic two-form 
m = ~iJJij dzi I\dz/, where 

is the symplectic matrix. Let J-l be a distribution that rapidly 
decays at infinity, andla real-valued function on Z. Let q; be 
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a symplectic map (q; *w = m) and define Ad",! =/"q; and 
q; *J-l(z) = J-l(q;(z» for zEZ. 

Define 

(f)" = f IJ-l· 

The change of variables formula is (Ad,,'!) ",." = (f)" so 
that 

(Ad",f>" = (Ad",f>",.",. '" = (f)"," '" = (f)(", ').", 

and (f)" can be thought of as a tensor inlwith J-l fixed or a 
tensor in J-l with I fixed that transforms contragradiently. 
For a collection of functions Ii, their product nJi trans­
forms according to Ad",(n,p) = ni(Ad'f.t), so that 
(nJi

)" transforms as a tensor product under the Kron­
ecker representation of Ad",. 3 

Consider thosef's that are linear functions (EZ *) and q; 
in the linear subgroup Sp( 6). Then J-l defines a linear func­
tional X ~: S k(Z *) --+ R given by 

X~ (/1 vj2V'" V/k) = f p .. fkJ-l 

on decomposable elements, and hence an element 
X kE S k(Z *) * = S k(Z). Here, S k(Z) denotes the symmet­
ric k tensors and II V 12 the symmetric tensor product, cf. 
Ref. 4. 

Here, XkE Sk(Z) transforms contragradiently to those 
in S k (Z *) and so transforms under the Kronecker repre­
sentation ( ® S) k for SESp (6). Then, X k comprises the k th­
order moments of the distribution J-l. For the classical mo­
ments, choose a basis Zi, i = 1, ... 6 of Z *. Then, the basis 
elements of Sk(Z *) are of the form Zi, v··· V Zi. and the 
value of X ~ on this element is its component 

Xi, .... i. = fZi'" 'Zi'J-l 

a k th-order moment. In particular, X IEZ is the center of 
mass. 

The space of moments of signed distributions is the sym­
metric tensor algebra S= S(Z) = EEl k> I S k (Z), and we refer 
to a point X = EEl k> I X k ES as a moment orits moments. In 
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all that follows, when a tensor has one index, that index 
indicates the tensor's rank. Otherwise, the notation is stan­
dard. The brackets () p indicate integration against a distri­
bution while (,) denotes the pairing between a space and its 
dual such as between contravariant and covariant tensors. 
Distributions are assumed to be non-negative in that integra­
tion over any subdomain should be non-negative; otherwise 
the distribution functions are referred to as signed distribu­
tions. Einstein's summation convention is used throughout. 

Havilands demonstrates necessary and sufficient condi­
tions for a given set of moments to have arisen from a (non­
negative) distribution. Let PES( Z .) correspond to the for­
mal power series 1: (Pk, ® kZ). The summation is over the 
rank, k, going from 1 to infinity while each term is 

(Pk, ® kZ) = Pj .... j.i,·· ·zjk.Let P! = 1: k<.n (Pk,X k ) be the 
truncated sum. Here, X is said to be non-negative if P!;>O 
whenever 1: k<.n (Pk, ® kZ);>O for all Z in Z and all n. Havi­
land shows that given a set of moments X, for there to be a 
corresponding distribution with these moments, it is neces­
sasry and sufficient that X be non-negative. In addition, he 
establishes sufficient conditions for the distribution to be 
uniquely determined from a set of moments. 

The moments come about via a general construction 
(Marsden-Weinstein reduction, e.g., Ref. 2) that justifies 
their consideration as phase space. Consider the imbedding 
j:Y ..... ff of a Lie subalgebra Y of the algebra ff. The ad­
joint of this map j·:ff· ..... Y· is· a projection and a momen­
tum map. For the Vlasov equation ff = C'~ (R 3 X R 3) and 
ff· is the signed distributions. If we choose Y to be the 
polynomial algebra and I"Eff·, then j. (I") are the moments. 
In particular, j. (I") will enjoy contragradiently any symme­
tries that Y has. Under the isomorphism 

ff·z.Y· Ell ff·1 Y·, 

vector fields determined by polynomials in Y have a trivial 
projection onto the second factor. Therefore the subalgebra 
Y is appropriate when the vector field can be well approxi­
mated by a polynomial one. On the other hand, if f&' is an 
ideal of ff, then the quotient algebra ff If&' = Y is a Lie 
algebra. This remark has found applications in Ref. 6 for 
Lie-Poisson integration of particle-beam models. Consider 
the canonical projection P:ff ..... ff If&' = Y with adjoint im­
bedding P·:Y· ..... ff·. If I"Eff· is near the image of Y· 
under p., then Y can initially be thought of as a good ap­
proximation. However, the full dynamics might take I" away 
from p. Y· in which case we refer to the approximation Y 
as unstable. For example, let f&' be the exponentially flat 
functions at the origin in Z, so that ff If&' is the power series 
algebra. Suppose that I"Eff· has support in Izi <E. Then, for 
eEf&', I (I",e) I is exponentially small so that initially P .1"z.1". 
However this will not remain so if the vector field moves 
points near the origin too far. We refer to the first case as a 
global approximation and the latter as a local one. 

The general problem is to construct a momentum map 
(for example, the map from distributions to moments) so 
that the Hamiltonian is approximately collective (in the 
sense of Guillemin and Stemberg7

). In the case of the mo­
ments, this implies that the Hamiltonian can be well ap­
proximated by functions of the moments. 
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III. MOMENT DYNAMICS 

We begin by describing the Lie-Poisson structure of the 
Vlasov equation discussed in Ref. 2. Consider the group of 
symplectomorphisms of Z,ff = Coo (Z), its Lie algebra, 
with the dual space ff· being the signed distributions. The 
space Coo (ff·) is a Poisson algebra in that it is a Lie algebra 
such that the bracket is a derivation. Let F,HECoo (ff·), 
I"Eff·. Then {F,H} (I") == (p, [aF I aI", aH I al"]) (where [,] 
is the bracket in ff ) determines the Lie-Poisson bracket {,} 
on Coo (ff·). The Lie-Poisson system it = - ad· aH lapl" 
becomes it = - Vt,~} under the identification 
1" ..... l"dVol., where 

H(I") = f ~(I")I" 
is the Vlasov Hamiltonian. The use of the bracket in ff re­
quires the identification ff·· z. ff . In this case ff·· is surely 
much larger than ff and it is not clear what Coo (ff·) should 
be. We try to resolve this problem by going to the formal 
power series algebra. Questions of topology will be ignored 
here but the topology of linear compactification could be 
introduced as in Guillemin8 and would still maintain many 
of the important results of classical Lie algebra theory. In 
this spirit, consider a graded algebra Y = Ell Y j, where 
each summand is finite dimensional. Such a direct sum is a 
graded Lie algebra if [!fjOYj] C Y; +j_ e' where e is some 
constant. The subalgebra Y e will be referred to as the core 
subalgebra. Let S( Y) = Ell sn (Y), where the symmetric n 
tensors of sn (!f) are to be identified with homogeneous 
functions of homogeneity n on Y·. Let I" be in Y· and 
sES" (Y). Then the homogeneous function on Y· corre­
sponding to s is defined by s(l") = (s, ® nl"). To write with 
indices, let e; be a basis of Y determining a dual basis. In 
terms of these basis elements s has coefficients s; .... ;", I" has 

coefficients 1";, and s(l") = i .... ;"I"., .. 'I"i,,' The bracket de­
termined by reduction satisfies 

( [
de.de]) {e;,ej}(I") = 1", a~' a~ , 

but since de/al" = e; this becomes {e;,eJ = [ej,ej ]. The 
derivation property of the bracket determines that 

{S.,s2}(I") = (1", ~:: {e;,eJ ~:;) 

_ ( as. ck. as2 ) - 1", Ijek , ae; aej 

where C t are the structure constants of Y. It is evident that 
{sm,sn}cs m + n -. so thatS(Y) = EIlSn (Y) isa graded 
Lie algebra with core subalgebra S • = Y, the linear func­
tions on Y·. 

We now make the choice Y n = S n (Z·), the homoge­
neous functions on Z of homogeneity n. This choice induces 
another grading that has the Poisson algebra S(sp ( 6 ) ) as its 
core subalgebra. To see this, note that the bracket relations 
satisfy [ Y j' Y j ] c !f; + j _ 2 so that Y is a graded Lie alge­
bra with core subalgebra Y 2' the quadratic functions. De­
note by N a function on the integers with non-negative in­
teger values. Then we can write 
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LN(i) =n 
i 

where V is the symmetric tensor product, 
.? f(i) = .? i V ... V .?;. [N (i) times], and the sum is taken 

over all such functions, N, such that L N(i) = n. Here, N is 

considered as an index. Note that this is the symmetric ten­
sor product of vector spaces not of symmetric tensors. 
Hence, the result will not be, in general, a space of symmetric 
tensors. As functions of .?r, .? i are the ith-order moments 
and .?f(i) are N(i)th-order functions of the ith-order mo­
ments. For example, S2( EB.? m) 

= .?i EB .? J'? 2 EB .?~ EB . .. . Namely it is the quadratic 
functions on .?r that are the quadratic functions of the first­
order moments plus bilinear functions of the first- and sec­
ond-order moments, plus the quadratic functions of the sec­
ond-order moments, etc. Define QN = Vi .?f(i), the 
homogeneous functions of homogeneity N(i) of the ith-or­
der moments. Then 

LN(i) =n. 
i 

The Lie-Poisson bracket satisfies {Q N,Q M} C EB s,t Q K(s.l), 

where 

K(s,t) (i) = N(i) + M(i), i=!=s,t,s + t - 2, 

K(s,t) (s) = N(s) + M(s) - 1, s=!=t 

= N(s) + M(s) - 2, s = t, 

K(s,t)(s+t-2) =N(s+t-2) +M(s+t-2) + 1. 

Let I be the functional I(N) = ~iN(i) (i - 2). Then the 
above relations show that I{K(s,t» = I(N) + I(M) so that 
I determines the grading S(.?) = EB iBi' where 

LjNfj) = n, 

I(N) = i. 
Because the Lie-Poisson bracket is linear in,u, So(.?) can 
be neglected in the algebra. So can.? ° since for symplectic 

motion f,u = const. However, .? J cannot so easily be re­

moved. The choice of origin in Z is still available and if it can 
be chosen as a fixed point for the vector fields under consi­
deration, then we can consider the subalgebra 

S+ = EB QN, 
N.n>\ 

where QN = V i>2 .?f(i) so that we can consider functions 
of second-order moments and higher. Consequently the 
function I is non-negative determining the core subalgebra 

1612 J. Math. Phys., Vol. 31, No.7, July 1990 

of EB i>oBi to be Bo = EB s>\ .?~ where'? 2 = sp(6), so that 
Bo is the formal power series Poisson algebra on sp(6)*. 

IV. THE MOMENT INVARIANTS 

We now describe the moment invariants (invariant 
functions of the moments) for Sp(6). 

A. Quadratic moment Invariants 

The calculation of quadratic moment invariants can be 
accomplished by the use of Casimirs, cf., Micu,9 who also 
proves the functional dependence of a particular list of mo­
ment invariants. We proceed here with a different, simpler, 
and more direct technique even if it is not applicable to high­
er-order moments. 

The symplectic form WEZ * ® Z * determines an invert­
ible map j:Z - Z * by jx = w (x, ). Consider the tensor opera­
torj ® i:S 2 (Z) -Z * ® Z where i is the identity. (No confu­
sion between indices and maps should arise from this 
notation.) For X in S 2 (Z), the tensor X' = j ® i' X trans­
forms according to 

fj®i)'(s®s)'X= (s· '®s)'fj®i)'X, 

f~ seSp(6) since s·'j=js. Now (s·-'®s)·X' goes to 
sXs-\ under the isomorphism Z * ® Z zL (Z,Z), the linear 
maps on Z sending X' to X. Hence, the invariant functions of 
the tensor X are tr (Xn ), n = 1,2, .... The Cayley-Hamilton 
theorem says that X is a root of its characteristic polynomial. 
Multiplying this equation by powers of X and taking traces 
determines the tr(r ), n> 6 as algebraic functions of the 
tr(Xn), n..;;6. LetXijbe the components of xeS 2 (Z) in the 
symplectic basis ei where w(e;.ej ) = Jij' Then X = JijXJk 
and 

tr(Xn) = J .. XiJ'J .. Xi,j, ... J . . xi,j, 
' VI '~h 'II j" ' 

are the functions of the quadratic moments which are invar­
iant under Sp(6). 

B. Higher-order moment Invariants 

Invariant functions of the moments are graded accord­
ing to their homogeneity N(k) with respect to kth-order 
moments. Therefore, any such function is determined by an 
invariant tensor in ®(Si(Z»N(i). = ®(Si(Z*»N(i) 

C Tk(Z*), where I(N) = k and Tk denotes the k tensors. 
This can be seen as follows: it suffices to consider a form 
T(X, ... ,X) of degree kin S (Z *). The polarization3 

Dx T= a\T'o\ = k·T(o\,X,x, ... ,x) 
", 

is an invariant and the inverse is T = (lIk)Dxx T. The com­
plete polarization Dx Dx .. 'Dx T is an invariant tensor 
determining T to be"~ i~variar:t tensor in (Si(Z»k. The 
description of such invariant tensors is most conveniently 
described by Young symmetrizers and Young diagrams, cf, 
Ref. 3, to. Any real analytic.invariant for Sp( 6,R) becomes 
complex analytic upon the field extension to Sp(6,C), and 
since the latter is semisimple all such invariants may be ob­
tained in this way by Weyl's unitarian trick. 3,\\ So from here 
on we use the complex field. Then the Youngsymmetrizers 
can be used to project the tensor space T k (Z *) onto irredu-
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cible representation spaces of the symmetric group and also 
of GL( 6,C). The restriction to the subgroup Sp( 6) does not 
preserve irreducibility and a more complicated reduction of 
the Kronecker product as found in Ref. 12 is required to 
deduce the irreducible representations. However, presently 
we are only interested in determining the invariant tensors 
and the Young symmetrizers will suffice for this purpose. . 
The symmetry class is represented by a Young diagram 
(jl, ... ,jn) wherefI>h>·· ·In' withfI boxes in the first row, 
h boxes in the second row, etc. For example, (4,4,2,2) ap-

pearsas •. 

The Young symmetrizer corresponding to the diagram 
is h = PQ, where P= !.pP and Q = !.qsign(q)q, where Pis 
symmetrization with respect to the rows and Qis alternation 
with respect to the columns. Here, h, P, and Q are all projec­
tions after rescaling and since both P and Q are equivariant 
with respect to Sp ( 6) these projections commute with the 
projection onto the invariant tensors. Since Q acting on the 
invariant tensors is a projection onto tensor products of 
skew-symmetric Sp( 6) invariant tensors its image is the lin­
ear span of tensor products of the Poincare invariants 
0/ = 0) 1\ ... 1\ O)(i times). More precisely, if 4> is an invar­
iant tensor with diagram Vt, ... in ) and iti is the number of 
columns oflength i, then Q4> is a constant mUltiple of a tensor 
product of skew symmetric invariant tensors such that each 
column of length i corresponds the Poincare invariant wi12

• 

In particular, iti vanishes for odd i so that 
II = h> 13 = 14> .... For example, Q4> for ( 4,4,2,2) schema­
tically appears as Iwlwlwlwl so that Q4> must be a muIti-

"" ww 

pIe of 0)2 ® w2 ® 0)1 ® 0)1, and the corresponding invariant 
tensor is P( 0)2 ® w2 ® W I ® 0) 

1 
). To explain the notation first 

note that in a symplectic basis for Z, 0)1 has the matrix 
O)t = Jij and 0)2 = 0) I\w has the matrix skew (JijJk/ ), where 
skew means to skew symmetrize with respect to all indices. 
This can be written J 1\ J, where 1\ is the skew symmetric 
tensor product. The Poincare invariants O)i = w 1\ ... 1\ 0) (i 
times), written with indices, are J 1\ ... 1\ J. The columns in 
the diagram above must be of even length and into each 
column is inserted a Poincare invariant of the correct rank, 
and an index corresponding to each box. Then, a tensor 
product of the moment tensors is formed so that each index 
corresponds to a box in the diagram, and the moment tensor 
index is summed against a Poincare invariant index in each 
box. There are many ways to do this and each may provide a 
different moment invariant. However, some of these pro­
duce products and sums of simpler moment invariants. For 
example, for' the diagram ( 4,4,2,2) write with indices 
Y = X i,i,i.i.XjJJJ.Xk,k,X I,". wheretheX's are symmetric and 
the indices of the first X correspond to the first row and the 
indices of the second X correspond to the second row, etc. 
Then PY = Y since the symmetries of Y correspond to the 
symmetries of the diagram and the value of this basic invar­
iant is 

(p(0)2 ® 0)2 ® 0)1 ® 0)1), Y) = 0)2. k I 0)2. k I 0)1. 0)1. 'll. I I "~.h ~::! I.V, 1.J4 
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When PY = Y, we refer to the invariant as a basic moment 
invariant, for which there is the special form 
(®i(®Wil,)'\y). On the other hand, if we consider 
Y = X i,i,X /..i·X JJ,X iJ·X k,k,X I'\then the first term in the mo­
ment invariant is 

which is 

This is a product of the basic moment invariants correspond-

ing to I~I~I and IwH . 
ww 

Also, if we choose 

Y = X i,X i,X i·X i·X j,X j,X j·X j.X k,k,X 1,1" 

then the corresponding moment invariant vanishes due to 
antisymmetry of the Poincare invariants. 

As a general rule, for a diagram with 
fI = h>A = h>·· . the tensor invariant is P( ® i ( ® O)i/2),ti) , 

and the basic moment invariant is 

(® i( ®dI2 ),t;,x/' ® .. ·X!,'), 

where the indices of the Poincare invariants run from X f, to 
X f, to X /', etc. so that each row of length/; corresponds to 
the tensor X/; by placing its indices in the boxes of that row 
and each column corresponds to a Poincare invariant by 
putting its indices in the boxes of the column. 

Thus, the Poincare invariants in the single-particle 
phase space generate infinite families of invariants in the 
moment phase space. (However, not all of the moment in­
variants in a given family are functionally independent.) 

Example 1: Consider a moment invariant correspond­
ing to the diagram 

(n,n,O,O, ... ) r-il"""'I"""'lr-Ilr-Il"'l , where we place the indices of 
only the second-order moment tensors in the boxes. Then, 
this invariant must be a function of the quadratic moment 
invariants from Sec. IV A 

"" = J . . X iJ1 . XiJ .... J . . XiJ/ k-"6. 
'f'k f .. 11 J~.h 'Uk J" 
This can be seen explicitly as follows. The tensor J in 4> k 

connects the second index of the first X with the first index of 
the second X. Likewise, another J connects the second index 
of the second X with the first index of the third X, and so on 
until finally the second index of the last X is connected with 
the first index of the first X, forming a cycle oflength k. Now, 
place the indices of X = X 2 into the boxes and, without per­
mutations, sum against the indices of ( ® J) n. In this sum, 
the first index of one X are connected by J to an index of 
another X. The latter's remaining index is then connected to 
another index un til the cycle (of length m suppose) closes 
back to the first X, giving plus or minus 4> m. Thus the whole 
sum is plus or minus the product of some of the ¢Jm, 
m = l, ... ,n. The same is true under permutation of the in­
dices, so that upon application of the Young symmetrizer P, 
the moment invariant must be a linear combination of prod-
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ucts of the tPm. Since these are functionally dependent upon 
tPm' m,,6, we are done. 

Example 2: Lysenko and Overley I show that 
In = (!l2 - q;) n) sym is an invariant for all n, where 
il2 = ql + q2 + q3 and q; = pi + p2 + p3 and 

(iI (qk)ik(pk)jk) 
k= I sym 

= CUI (qk)ik (pk)jk)(UI (qk)A (pk)ik
). 

This invariant is expressible as « ® w)n,x n ®X n
), also cor­

responding to the diagram (n,n,O,O"')1111111 

Proof (il2 - q;)n ~ ( - '£i:!ijzi)n ~ ( - ~)n(J1izi)n 

since Jij #0 only when i = j, where 1 = 4, 4 = 1,2 = 5, etc. 
Barring indices corresponds to exchanging qi and p, i.e., if 
zi = qk then:l = pk and vice versa. Consequently, 

(.Fzi)n =.h. i'" ·J7 . Zi" 
JJ "" 1"1,, 

Letting i l •• ·in be free variables and integration over the par­
ticle distribution shows that, as claimed, 

I = J .. .. . J . . Xi,···i"Xj,-··j" 
n 'I.II I,J" 

= « ®w)n,xn®x n). 

These two examples emphasize that the description of 
moment invariants via Young diagrams refers to classes of 
moment invariants rather than individual moment invar­
iants. Note that the rms emittance is the basic moment invar­
iant 

corresponding to the diagram (2,2), EE ,and so is a 
special case of Examples 1 and 2. 

V. MOMENT INVARIANT INEQUALITIES 

Dragt et al. 13 show the invariants of Example 1 are non­
negative (in ID, (q2) (P2) - (pq)2>0 follows from 
Schwarz's inequality). The second order moment tensor X 2 

is non-negative and generically it is positive definite. In this 
case it can be put into real normal form,14 so that under a 
symplectic coordinatechangeX 2 = diag (a I ,a2,a3,a I ,a2,a3) 
thereby determining the moment invariants of Example 1 to 
be 

tr(Xn) = 2(a~ + a~ + a;), 

for n even and zero for n odd, which provides a proof of the 
Dragt et al. result since the positive definite tensors are dense 
in the non-negative tensors. 

The basic moment invariants depending on even order 
moments can also be shown to be non-negative. In this case, 
each Poincare invariant appears an even number of times. 
Consider the basic moment invariant in Sec. IV B with dia­
gram (4,4,2,2). The general case follows similarly. Consider 
variable tensors xi,/,i,wi and form the function 

w2. w2. Wi. WI. Xi'Xi'Xi'Xi''Y'·'y'·,.j''Y'·'~'Zk'WI'WI, 
'll, kill IzI'J.k:l! '''.~ '.J~ .Y 

= (W~kIXyzkWI)2X (W~xy)2. 

This is a non-negative function and integration with respect 
to the variable x over any particle distribution also produces 
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a non-negative function. Iterated integration over each vari­
able against different particle distributions shows that the 
mixed moment invariant, 

w2. w2. Wi. WI. XXi,i,i,i.yjJ:JJ.Z k,k'WI,I, 'v,k,', Illlk211 I..,,h '414 ' 

depending on distinct moment tensors, X, y,Z, W is non-neg­
ative, and the specification X = Y = Z = W gives· the result. 

The actual determination of the distribution corre­
spon4ing to a numerically computed moment tensor may 
not be necessary since the moments are the important labo­
ratory quantities. However, it is necessary that each tensor 
be the moment of a distribution. With this in mind, consider 
the cone D in ~. consisting of the distributions. It is closed 
under multiplication by non-negative functions and is a con­
vex set. Since the coadjoint action is Ad;Jl = Jl' g, where g is 
a symplectic map, the coadjoint orbit through any element in 
D is contained in D. Consider also the cone N in L • consist­
ing of non-negative tensors. The map i·:~· --!l". maps 
coadjoint orbits to coadjoint orbits and maps D onto N. The 
conclusion is that the coadjoint orbit through a non-negative 
tensor lies completely in the non-negative tensors. At pres­
ent all Lie-Poisson integrators use the coadjoint action to 
generate the Poisson map.6.15.16 For such schemes, this im­
plies that Lie-Poisson integration with initial value a mo­
ment of a distribution stays in the space of tensors which are 
moments of distributions. Moreover, the moment-invariant 
inequalities are also preserved by Lie-Poisson integration. 

VI. DISCUSSION 

The evolution of a Lie-Poisson system is a Poisson map 
in that it preserves bracket relations and coadjoint orbits. Ge 
and Marsden IS have demonstrated a Lie-Poisson version of 
Hamilton-Jacobi theory and Gel6 has demonstrated a gen­
erating function for the Poisson map that can be used to 
construct Lie-Poisson integrators. Preliminary calculations 
by Channell and Scovel6 show that Lie-Poisson integrators 
possess the same stability characteristics as the symplectic 
integrators demonstrated in Channell and Scovel,17 and 
therefore we propose to integrate the Vlasov equation as a 
Lie-Poisson system. A related approach can be found in 
Dragt et al.13 

Dobrushin 18 demonstrates the existence and uniqueness 
of solutions to the Vlasov equation for both signed measures 
and Baire measures. If the moment of a distribution, 
XES(Z) , is integrated numerically according to 
jJ, = - ad· aH lapP" the tensor may not remain the moment 
of a distribution. However, we have shown that it does so 
under Lie-Poisson integration. 

As an application of the phase space of moment invar­
iants we consider a matching section in a particle-beam ac­
celerator. Suppose the matching section can provide any de­
sired linear symplectic transformation; so that phase space 
(defined in Sec. III) is quotiented by Sp(6). The moment 
invariants will determine a good set of coordinates if the 
invariants form a complete set, in that any two sets of mo­
ments with the same value for the invariants are conjugate 
under Sp(6). X is said to be conjugate to Y if 
X k = ( ® S) k y k for all k and some fixed SESp (6). 

For two moments X and Y that come from distributions, 
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the two tensors X 2 and y2 must be non-negative. When they 
are also definite they have real normal forms 14 so they are 
conjugate. 

Should the completeness of the set of invariants be es­
tablished, we may then consider the moment invariant dy­
namics 

i= {H,I}, 

where I and H are in S(2') .. Since the quadratic moment 
invariants describe the coadjoint orbits in sp( 6) * = 2'T 
they are invariant under the flow generated by the full sym­
metric tensor Poisson algebra over sp ( 6 ) * , 
S(sp(6») = S(2' 2)' 

The moment invariants form a small subset of the full 
algebra and they are functionally dependent. For example, 
the quadrant moment invariants tr«JX2)n ) for n>6 are de­
pendent upon tr«jX2)n) for n < 6 so that we can limit our­
selves to the latter. Likewise, Weyl3 uses Hilbert's theorem 
on polynomial ideals to show that the moment invariants 
which depend on k th-order moments or less are finitely gen­
erated and Schwarz19 has estimated the number of genera­
tors and relations, so one could try to find and use the gener­
ators. However, at present, these generators are not known. 

Note added in proof The requirement imposed at the 
end of Sec. III-that the first moments be fixed-can be 
removed by writing all moments with respect to the center of 
mass, and keeping the first moments variable. Channell and 
Scovel20 apply this technique to the finite-dimensional trun­
cation problem. 
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Let Ut =F(U,aUlax, ... ,a'Ulax',t) or Uxt =F(U,aUlax, ... ,a'Ulax',t) be the nonlinear 
evolution equations that are the compatibility conditions between ¢Ix = M¢I + P¢I and ¢It = A¢I 
for P = U(x,t) or P Ux (x,t), respectively. In this paper, it is proved that if 
A(Zo .... ,Z,_1 ,t,A) is a continuous function such that (aA laZk ) (Zo •... 'Zr_1 ,t,A) k = 0.1 •...• 
exists (Zk = a ku laxk). then for P= U(x.t). A is a polynomial in A. of degree r and for the 
caseP= Ux,A =A_I/A. +Ao + ... +A,_IA.,-I. The casewhereP= Zm, m>2 is also 
analyzed. 

I. INTRODUCTION 

In a previous study, I we have derived a recursive formu­
la to obtain nonlinear evolution equations that are the com­
patibility condition between 

( l.1a) 

and 

¢It =A¢I, ( l.lb) 

where ¢I, J. P, and A are n X n matrices, J is a fixed diagonal 
matrix (Jjj =/=Jkk;i=/=k), and Pis an off-diagonal matrix. We 
denote that Mil (C) is the space of the n X n matrices, 
D" (C) eM" (C) is the space of diagonal matrices, and 
1"" (C) eM" (C) is the space of the off-diagonal matrices. 
Let {EjkeM" (e); (Ejk )Im = 8j18km } be a basis of Mn (e). 
The compatibility condition between (l.la) and (l.lb) is 
given by 

Ax = A. [J,A ] + [P,A ] + P" (1.2) 

This equation is equivalent to the system 

Dx = Pd[P.T], 

Tx =A.JT+ [P,D] +Po[P.T] +P" 

( 1.3a) 

( l.3b) 

where P d and Po are the orthogonal projections on Dn (e) 
and 1"n (e), respectively, A = D + T with D = PdA, 
T= poA. tr D 0, and J: Mn (e)-M,,(C) J(A) = [J,A] 
is a linear mapping that is a bijection on 1" n ( e). If we take 
P = U(x,t) or P = Ux (x,t) we get the equation 

PI = F(U, au, ... , a 'U ,t). ( 1.4) 
ax ax' 

In Ref. 1 we suppose that D, T. and F are smooth func­
tions on the variables Zo, ZI"" (Zj = aju laxi.j = 0,1 .... ) 
and that A. = 0 is at most an isolated singularity of D and T. 
Therefore. we can expand D and T around A. = 0, 

D= i A.kDk' T= i A.kTk' 
k=-oo k=-oo 

to obtain the following relations. 
(i) For P = U(x,t), D is a polynomial in A. of degree r 

and Tis also a polynomial in A. of degree r - 1. Therefore, A 
is a polynomial in A. of degree r. 

(ii) For P Ux (x,f), D and T have, at most, a simple 
pole at A. = 0 and their regular part are polynomials in A. of 

degree r-1 and r- 2. respectively. Hence, A =A_I/A. 
+Ao + ... +A.,-IA,_I· 

We assume now that if A is a continuous function on the 
variables Zk' k = O. 1, ... , and (aA laZk ) k = 0,1, ... , exists 
then A and F will be Coo functions on the variables Zk' 
k = 0,1, ...• and we prove in Sec. II the following. 

(iii) For P = U(x,t), A is a C'" function on the variables 
Zk' A. k = 0,1, ... , A.Ee (A is analytic on A.). Hence, we can 
expandA around A. = 0 and we get from (i) that A is a poly­
nomial in A. of degree r. 

(iv) For P = Ux (x,t), A is a e'" function on the vari­
abIes Zk. A. k = O,l, ... ,A.Ee\ {O} and A hasatmostasimple 
pole at A. = O. It follows then (ii) that A = A -II A. + Ao + ... 
+ Ar_ 1,1,-1. 

Therefore, if A is a smooth function on Z k' k 
= O,I, ... ,r - 1, then the most general nonlinear evolution 

equation that is solvable by inverse scattering associated to 
( l.la) and ( l.lb) for P = U or P = Ux comes from A in the 
forms (i) or (ii), respectively, that are given in Ref. 1 (see, 
also, Ablowitz2

). 

In Sec. III, we study the case when P = Zm and Eq. 
( 1.4) becomes 

PI = F( r. ...fp, ... ,fp,p, ... ,t) 
Jm-ttmes 

or 

( a mu) = F(U, au , ... ,t). 
axm 

I ax 

We show that if the entries of Zm _ I are linearly independent 
functions, then D, Tare polynomial in A. and D, T, and Fare 
functions independent of the variables ZO,ZI"'" Zm _ I . 
Hence, the nonlinear evolution equations related to this case 
are the same as ofthe case P = U. As an example, when the 
entries of U are linearly dependent we study the case 

P= Z (0 1) = (0 amUlax
m

) 
m lOa mul axm 0 ' 

and we show that D, T have, at most, a simple pole at A. = 0, 
their regular part are polynomials in A., the residues are func­
tions depending only on Zm 1 , and the functions D, T, and F 
are independent of zo,z 1""'Zm _ 2 • Therefore, the substitution 
v = Zm_1 reduces thiscasetothecasevxt = F(v,avlax, ... ,t) 
so no new equations are obtained. 
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II. THE SMOOTHNESS OF A ON THE VARIABLESZk ,}. 

k=O,1, ... 

We recall the definition of the operator L and the defini­
tion of a type of a function that is given in Ref. 1. 

Definition 2.1: Let G be a function depending on a finite 
number of variable Zk k = 0,1, ... , such that aG /azk exists. 
Define 

(LG)(Zo,ZI"") = L a~(Zo,zl"") (Zj+ I)' 
j>O aZj 

Equation (1.2) is now written as 

(2.1) 

Definition 2.2: We say that the functionj depending on 
ZO,ZI"'" is of type m and write r (j) = m if 

aj =0, i>m + 1, 
aZj 

andj depends on Zm (if feC 1, aj /azm #0). Forj a con­
stant function we define r( j) < 0. 

Remark 1: Let r( j) = m, r(g) = m I' and suppose that 
(aj /aZk ) k = 0,1, ... exists, then the following is true. 

(a) r(Lj) = m + 1 and 

If r( j) < 0, then r(Lj) < 0. 
(b) Let B: Mn ( C) X Mn ( C) be a bilinear mapping, then 

r(B(j,g»)<max{m,m l}, 

(c) Ifin (2.1) wehaver(F»m + 1 thenr(A) = r(F) 
- 1, ifr(F) <m then r(A) = m - 1, and ifr(F) = m then 

r(A) <r(F) - 1. 
We also need the following lemma proved in Ref. 1. 
Lemma 2.3: Let AeMn (C) and TErn ( C). 
(i) If [A,T] = ° V TErn (C), then A = aI, in particular, 

tr A = ° implies A = 0. 
(ii) If [A, T] Ern (C) VAeMn (C), then T= 0. 

A. P=U(X,f),T(F)=r 

Let P = U = ZoEr n ( C), then (2.1) gives us 

L(A) =AJA + [Zo,A] +F (2.2) 

and we have the following theorem. 
Theorem 2.4: Suppose A is a COO function on the vari­

ables Zk, k = O,l, ... ,r - 1, then A is a Coo function on the 
variables Zk, A k = O,l, ... ,r - 1, AEC. 

Proof: Initially we prove by induction that (aA / aZj ) 
j= O,l, ... ,r- 1 isCoo onZk,Ak = O,I, ... ,r- 1,AEC(r>1). 

(i) Taking the derivative of (2.2) with respect to Zr 
yields 

aA aF --=--, 
aZ,_1 aZr 

hence aA /azr _ 1 is Coo on Zk' A k = O,I, ... ,r - 1, AEC. 
(ii) SupposethataA /azj+ I is C 00 onZk,A k = 0,1, ... , 

r - 1, AEC for 0<J<r - 2, then taking derivative of (2.2) 
with respect to Zj + I we find 
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aA +L~=AJ~ 
aZj aZj+ I aZj+ I 

+[ZO,~]+~. 
aZj+, aZj+1 

So aA /azj is Coo on Zk' A k = 0,1, ... , AEC. Since 

A(ZO,,,,,Zr_,,t,A.) 

i laA 
=A(O, ... ,O,t,A.) + -(sZO, ... ,sZr_l,t,A.) ds 

o as 

i "-I aA 
=A(O, ... ,O,t,A.) + L -(Zj+ I) ds, 

OJ=O aZj 

we need to show only that A (O, ... ,O,t,A.) is Coo on A. Let 
Ao(Zo,t,A.) =A(Zo,O, ... ,O,t,A.) and Fo(Zo,t) 
= F(Zo,O, ... ,O,t). Choosing ZI = Z2 = ... = Zr = ° in 
(2.2) we get 

A JAo + [Zo,Ao] + Fo = 0, 

or 

P d [Zo, To] = 0, 

A JTo + [Zo,Do] + Po [Zo, To] + Fo = 0, 

(2.3a) 

(2.3b) 

where Do = P dAo and To = P oAo, Taking the derivatives of 
(2.3a) and (2.3b) with respect to Zo and letting Zo = Owe 
obtain 

P d [. ,To(O,t,A.)] = 0, 

A J aTo~~:,A.) (. ) + [', Do (O,t,A. )] 

aF(O,t) + Po[· ,To(O,A.,t)] + = 0. 
azo 

(2.4a) 

(2.4b) 

From (2.4a) and from (ii) of Lemma 2.3 we get that 
To(O,A.,t) = 0. From (2.4b) it follows that [. ,Do(O,t,A.)] is 
Coo onA. Let 

n 

Do (O,t,A.) = L dj(t,A.)Ejj , 

J=I 

with 
n 

L dj = O(tr A = tr D = 0), 
j=1 

then 

[Ejk' Do(O,t,A.)] = (dk -dj)Ejk · 

Therefore, (dj - d k) is C 00 on A. Since 

1 n 
dj =- L (dj -dk ), 

nk=1 

we getthat dj is analytic onA and A (O, ... ,O,t,A.) = Do (O,t,A. ), 
isanalyticonA. Ifr = 0, thenA is constant onZk, k = 0,1, ... , 
and A is equal to A (O, ... ,O,t,A.). 0 

B. P=UAX,f),T(F)=r 

or 

Let P = Ux (x,t) = ZI' then (2.1) gives us 

LA = A JA + [ZI,A ] + F, 

LD=Pd[ZI,T], 

LT=AJT+ [ZI,D] +Po[Z"T] +F, 

J. A. Cavalcante and J. A. Silva 

(2.5a) 

(2.5b) 
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and then we have the following theorem. 
Theorem 2.5: Suppose that A is e <Xl on Zk, k = 0,1, ... , 

then A is a e <Xl function on the variables Zk, it k = 0.1 .... . 
itee \ {O} and A has, at most, a simple pole at it = O. 

Proof(r>2): Similarly, as Theorem 2.4 shows, we can 
prove by induction that (aA /azj ) 1 <j<r - 1 is e <Xl on Zk' 
it k = 0, 1, ... ,r - 1 itee. Therefore, 

Let 

and 

A = A (Zo,O, ... ,O,t,it) 

i l aA 
+ -(ZO,sZl, ... ,SZ,_1 ,t,it) ds. 

° as 

Ao(Zo,t,it) = A (Zo,O, ... ,O,t,1'), 

Do(ZOtt,r) = PdAo(Zo,t,it), 

To(Zo,t,it) = PoAo(Zo,t,it), 

Fo(Zo,t) = F(Zo,O, ... ,O,t). 

Then, choosing ZI = Z2 = '" = Z, = 0 in (2.5b) we get 

0= it JTo(Zo,t,it) + Fo(Zo,t). 

So To(Zo,t,it) has a simple pole at it = 0 and is analytic on 
e\ {O}. TakingZz = Z3 = ... = Z, = Oin (2.5b),differen­
tiating with respect to ZI' and equaling ZI to zero we obtain 

aTo(Zo,t,it) (.) 
azo 

= it J aT(Zo~;~.,O,t,it) ( . ) + [. ,Do (Zo,t,it ) ] 

+ Po [-,To(Zo,t,it) ] + aF(Z~i~ .. ,O,t) . 

Evaluating in Ejk it follows that dj - d k has a simple pole at 
it =0, where 

n 

Do(Zo,t,it) = L dj(Zo,t,it)ED 
j=1 

with 
,. 
L dj =0. 

j=1 

Since 

1 " 
dj =- .L (d, -dk ) 

n k=1 

we get that Do (Zo,t,it ) has a simple pole at it = O. For 
r = 0, 11'(A) <0. Therefore, A depends mostly on Zo and is 
equal to Ao. 0 

Remark 2: In Ref. 1 we proved that if the entries of U are 
functions linearly independent then the residues of D and T 
are zero and the functions D, T, and F are independent of 
Zo = U. So the nonlinear evolution equations related to the 
case P = Ux are identical to the nonlinear evolution equa­
tions related to P = U. 

III.P-Zm 

We start with Lemma 3.1 that is a generalization of 
Lemma 3.4 of Ref. 1. 
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Lemma 3.1: Let Z = (Zjk )e1',. (e) with the entries Zjk 
being linearly independent functions. Let DEn,. (e), 
Te1'" (e), L d(Z)eL(1'" (e); D" (e» be differentiable func­
tions with respect toZ and let Lo(Z)eL(1'" (e), Tn (e» be a 
twice differentiable function with respect to Z such that 

dD(Z)(.) =Pd[',T(Z)] +Ld(Z)(') (trD(Z) =0), 
dZ 

(3.1a) 

dT(Z)(.) = [.,D(Z)] +PohT(Z»] +Lo(Z)('). 
dZ 

(3.1b) 

Then if 

we get 

t. = l..{(aLo(Z) (E. ) _ aLo(Z) (E. ) E. ) 
Jk 2 ~ Jk !l Jk'Jk c/Zjk c/Zkj 

- (Ld(Z)(E'k ),Ekk - ED>}' (3.2a) 

atjk 
dj -dk = --+ (LO(Z)(E.!k),Ejk ), (3.2b) 

aZjk 

1 " 
dj = - L (dj - dk ), (3.2c) 

n k=1 

where (A,B ) = tr(AB *). 
Proot The following relations hold: 

Let us verify (3.3a), the others follow similarly 

ad] a aD 
- = -(D,ED) = (-,ED>' 
aZkj aZkj aZkj 

With the help of (3.1a) we get 

adj 
-= (Pd[Ekj,T] + Ld(Ekj),ED>· 
aZkj 

Now, using ([A,B],e) = (B,[A *,e]), itfollows that 

ad. 
_J = ([Ekj,T],Ejj ) + (Ld(Ekj),Ejj ) 
aZkj 

= (T,[Ejk,EDP + (Ld(Ekj),ED) 

= - (T.Ejk ) + (Ld(Ekj),ED) 

= - tjk + (Ld(Ekj),Ejj ). 

Subtracting (3.3a) from (3.3b) we get 
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(3.4) 

From (3.3c) we obtain 

a(dk - dj ) a 2tjk a 
a = a az --a (Lo(Ejk),Ejk), 

'Zkj 'Zkj:Jk 'Zkj 

and changing the order of differentiation it follows that 

a(dk -dj ) 

aZkj 

a 
= --(Lo(Ekj ),Ejk ) 

aZjk 

(3.5) 

From (3.4) and (3.5) we get (3.2a) and (3.2b). 0 
Theorem 3.2: Let T(F) = r and suppose that the entries 

of Zm _ I are linearly independent functions, then 
(a) ifr>m then A is G 00 onZk,A k = O,I, ... ,r- I,AEG. 
(b) ifr<m then A = ° = F. 
Proof: Let us prove (b) first. 
(i) Suppose that m = ° then A and F are constant on 

ZO'ZI' .... Then from (2.1) we get 

A JA + [Zo.A ] + F = O. 

Therefore [Zo.A] = OVZoETn (G). By (i) of Lemma 2.3 we 
get A = 0 so F = o. (l • 

(ii) suppose m > 0. Then (2.1) gives us 

k-I aA 
L -(Zj+I) =AJA+ [Zm.A) +F. 

j=O aZj 

Differentiating the equation with respect to Zm we obtain 

or 

aA ( .) = ['.A ], 
aZm _ 1 

aD 
--(.) =Pd[',T], 
aZm _ 1 

aT --(.) = [·,D] +PO[',T], 
aZm _ 1 

and by Lemma 3.1 we get D = T = O. So F = 0. Let us now 
prove (a). 

(iii) Assume r> m, then we can prove by induction that 
aA laZk is Goo on Zo, ... ,Z,_ I' A AEG for m<.k<.r - 1: 

A = A (Zo,.·.,Zm _ I ,0, ... ,0,t,A.) 

i l a 
+ -A(Zo"",Zm_I,sZm, ... ,SZ,_I,t,A.) ds, 

o as 
and we need to show that 

Am_I (Zo"",Zm_1 ,t,A.) =A(Zo,···,Zm_ toO, ... ,O,t,A.) 

is G 00 on Zo, .. . ,Z, _ I,A.. Taking the derivative of (2.1) with 
respect to Zm and making Zm = ... = Z, = 0, we find 
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aA m _ 1 (.) 

aZm _ 1 

_ . A aA(Zo,· .. 'Zm_I'O' .... O,t,A.) . 
- [ .Am - d + J az ( ) 

m 

aF(Zo,,,,,Zm _I ,0, ... ,0,t1) 

+ az (.) 
m 

_ L aA (ZO,· .. ,Zm - I ,0, ... ,0,t,..t) ('). 
aZm 

Taking the projections P d and Po we get from Lemma 3.1 
that Am _ I is Goo on ZO,· .. ,Zm _ l,..t. 

(iv) Suppose r = m. Differentiating (2.1) with respect 
to Zm we obtain 

aA ( . ) = ['.A ] + aF ('). 
aZm_ 1 aZm 

Therefore, using Lemma 3.1 it follows that A is Goo on 
ZO, .. ·,Zm _ I , A AEG. 0 

Since A is Goo on Zo, ... ,Z,_ I' A AEG (r>m) then we 
have 

00 

A = L AjAj , tr Aj = 0, j = 0,1, .... 
j=O 

Substituting in (2.1) we get 

or 

LAj =JAj_ 1 + [Zm.Aj), j= 1,2, ... , 

LAo = [Zm.AO) + F, 

LDj =Pd [Zm,1j), j=O,I,... (3.6a) 

L1j =J1j_1 + [Zm,Dj) +PO[Zm,1j), j= 1,2, ... , 
(3.6b) 

(3.6c) 

It follows from (3.6a) and (3.6b) that ifj>r - m + 1 then 
T( 1j) <.m - 1 and T(Dj ) <.m - 1. Therefore, differentiating 
(3.6a) and (3.6b) with respect to Zm' and again using 
Lemma 3.1 we conclude that for j>r - m + 1, we have Dj 
= 0 = 1j. Equations (3.6a) and (3.6b) also show that 
T,_ m = 0 and D,_ m = const. Hence, using induction we 
obtain that Dj and 1j,j = O, ... ,r - m (m> 1) are functions 
independent of ZO,ZI, ... ,Zm _ I' Using (3.6c) then F is also 
independent of ZO,ZI, ... ,Zm _ I' So 

'-m 
D(Zm"",Z,_1 ,t,..t) = LA kDk (Zm"",Z,_1 ,t,A.), 

k=O 
r-m-l 

T(Zm"",Z,_I,t,..t) = L AkTk(Zm"",Z,_I,t,A.), 
k=O 

F = F(Zm , ... ,Z"t), 

and the substitution V = Zm reduces this case to the pre­
yious one P = U. 

J. A. Cavaleante and J. A. Silva 1619 



                                                                                                                                    

0) with a 1 - a2 = 1. 
a2 

Then D = dCo, T= t +C+ + t -C_ and F=fC+. 
We can show that D and Tare analytic for A, ¥: O. Hence, 

D = C=~ co A, kdk ) Co, 

T= C=~ co A, kt ,:- )c+ + C=~ co A, kt ,; )c_. 
Since [C+,C_] = - 2Co, [C+,Co] = - 2C_, 

[C_,Co] = - 2C+, JC+ = C_, and JC_ = C+ we get the 
following equations: 

Ldk = -2zmtk-' 

Lt k- =t':-_I - 2zmdk' 

Lt,:- =t';_I, k¥:O, 

Lto+=t=I+f, 

with 

(3.7a) 

(3.Th) 

(3.7c) 

(3.7d) 

(i) For k<O we have r{t ,; )<m - I,r(dk)<m - 1 and 
for k <0 r(t':- )<m - 1. Deriving (3.7a) and (3.Th) with 
respect to Zm we find 

1620 

Bdk 
--= -2t,;, 
BZm _ 1 

Bt k-
-_.= -Uk' 
BZm _ 1 

J. Math. Phys .• Vol. 31. No.7. July 1990 

The solution of this system is given by 

dk = Ck (ZO,···,zm _ 2 ) cosh 2zm _ I' (3.8a) 

(3.8b) 

where T obeys the normalization condition as Ixl ..... 00 then 
Zk ..... O and T ..... 0. Taking zm = 0 in (3.7a) and (3.Th) and 
using (3.8a) and (3.8b) we find 

(3.9a) 

and 

tt-l = 0 for k<O. (3.9b) 

Equation (3.9a) shows that Ck is constant. Substituting 
(3.9b) in (3.7c) yields 

t';_1 =0 for k< -I, 

so 

dk = 0 for k< - 2. 

Therefore, 

d_ 1 = Ccosh 2zm _ l , 

t = 1 = Csinh 2zm _ l • 

(ii) Similarly, we show that the regular part of D and T 
are polynomials in A" independent of ZO'ZI, .. ·,zm _ I' 
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The correlations between the hyperspherical harmonic transformations and the generalized 
Talmi-Moshinsky transformations are studied for the three-body and four-body systems. An 
optical approach for solving few-body problems through diagonalizing the Hamiltonian of a 
system in an optimal subset of the basis functions of harmonic oscillators in hyperspherical 
coordinates is proposed. The evaluations of the interaction matrix elements are achieved with 
the aid of the transformation properties of hyperspherical harmonics. 

I. INTRODUCTION 

The method of hyper spherical harmonics or k harmon­
ics has been applied extensively in recent years to study 
many new types of atomic, molecular, and nuclear few-body 
problems. 1,2 In the hyperspherical coordinates, the (N - 1) 
radial variables for the internal degrees of freedom of an N­
body system can be reduced to only one hyperradius contin­
uous variable together with a set of hyperangular quantum 
numbers. The eigenstates of the total kinetic energy operator 
can be expressed by using hyperspherical harmonics where 
the most significant character is the decoupling between the 
hyperradius associated with the size of the system and the 
hyperangles associated with the shape of the system. The 
advantage of hyper spherical coordinates is that the hyperra­
dius is an invariant quantity under coordinate transforma­
tion and the rearrangement collision can conveniently be 
treated with the aid of the transformation properties of hy­
perspherical harmonics. Progress has recently been made by 
Lin and Liu. 3 They proposed a method of solving three-body 
problems in hyperspherical coordinates in adiabatic approx­
imation. The adiabatic channel function is expanded in 
terms of analytical functions expressed in different sets of 
Jacobi coordinates to describe each disassociation limit nat­
urally. The evaluation of matrix elements between functions 
in different Jacobi coordinates is achieved through the 
known transformation properties of hyperspherical har­
monics in these coordinates. At the same time, the general­
ized Talmi-Moshinsky transformations have also been ex­
tensively used in the calculations of few-body problems. The 
approach for obtaining the bound-state solutions of the sys­
tems with short-range interactions by using harmonic oscil­
lator product states as basis functions is well developed by 
many authors.4 Jt is a very convenient method, although it is 
not a method with the best accuracy. The evaluations of 
matrix elements can be carried out with the aid ofthe gener­
alized Talmi-Moshinsky transformations. 

In this paper, we attempt to further study certain corre­
lations between the above-mentioned two kinds of basis 
functions from the point of view of few-body problems. In 
Sec. II, the basis functions of the harmonic oscillator in hy­
perspherical coordinates are presented. These basis func­
tions are related with the harmonic oscillator product states 
in Jacobi coordinates through the orthogonal transforma-

tions. The correlations between the hyperspherical harmon­
ic transformations and the generalized Talmi-Moshinsky 
transformations are found with the aid of the above-men­
tioned orthogonal transformations. An optional approach 
for solving the few-body problems through diagonalizing the 
Hamiltonian of the system in an optimal subset of basis func­
tions of the hyperspherical harmonic oscillators is proposed. 
A brief conclusion is given in Sec. III. 

II. CORRELATIONS BETWEEN THE HYPERSPHERICAL 
HARMONIC TRANSFORMATIONS AND THE 
GENERALIZED TALMI-MOSHINSKY 
TRANSFORMATIONS 

Let us consider an N-body system. Let Yi denote the 
coordinates of particle iwith mass m i in laboratory frame. A 
possible set of Jacobi coordinates is denoted by Pi with re­
ducedmass/l i · LetM = ~imi be the total mass of the system 
and u be the coordinates of the center of mass. There exist 
two important identities for the different sets of Jacobi co­
ordinates for the N-body system: 

N N-I 

L m/f7 = L /ljpJ + MU2
, (1) 

i= I j=1 

N 1 a2 N-I 1 a2 1 a2 
L -a2- = L -a2- +- a2- . (2) 
i= I m i ri j= 1 /lj Pj M u 

If we further introduce a set of mass-weighted vectors, 

tj = (f.lj/f.l) I12pj' (3) 

where f.l is arbitrary, Eqs. (1) and (2) will lead up to the 
following identities: 

N-I N-I 
~ lI(a)p-~a)2 = ~ u(fJ)p_(fJ)2 
~ rj j ~ rj j , (4a) 
j= 1 j= 1 

N-I 1 N-I 1 
~ (a) V~Ja} = L Vi) V~(!J), 
j=lf.lj j=l/lj J 

(4b) 

and 
N-I N-I 

L tJa)' = L tJP>', (5a) 
j=1 j=1 

N-I N-I 

L V~(a} = L V~(//), (5b) 
j= 1 J j= 1 j 

where a and /3 denote two arbitrary sets of different Jacobi 
coordinates. For a three-body system, there exists three sets 
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of different Jacobi coordinates as shown in Fig. 1. For a four­
body system, there are 15 sets of different Jacobi coordi­
nates, shown in Fig. 2 as examples. Equations ( 4a) and (4b) 
are the foundation of the generalized Talmi-Moshinsky 
transformations and Eqs. (5a) and (5b) are the foundation 
of the hyperspherical harmonic transformations. In the fol­
lowing we will discuss, in turn the three-body and four-body 
systems. 

A. Three-body system 

The kinetic energy operator for the three-body system in 
the center-of-mass coordinate system is expressed as 

or 

If 2 1 
T= -- '" -V! 

2 ~ PI' 
j=lP,j 

(6a) 

(6b) 

By defining a hyperspherical radius S and a hyperangle </J, 

S2 = si + sL tan </J = s2/sl' (7) 
Eq. (6b) is rewritten as 

T- _£(~ 2...!..-_ A2(0») (8) 
- 2p, a2s + S as S2 ' 

where 0 denotes the assembly of five angles, 0 = (</J.t1.t2) 
and A 2 is the grand angular momentum operator 

A 2 (0) = - . 2 1 2 d (sin2 </J cos2 </J~) 
sm </J cos </J d</J d</J 

+ li(tl) + n(t2) . 
sin2 </J cos2 </J 

(9) 

The normalized eigenfunctions Y[K I of the operator A 2 (0) 
are well known: 

1/ A A 

Y[K 1(0) = Q ,;,'(</J) YI,I,LM(SI,S2)' ( 10) 

satisfying the eigenequation 

A2(0) Y[K 1(0) = AK (AK + 4) Y[K 1(0) (11) 

AK = 2m + II + 12, (12) 

and [k] denotes an aggregate of quantum numbers 
m,/I,/2,L,M, and 

Q tt, (</J) = () tt, sinl, </J cosl, </J 

XP
m 

(/,+ 1/2.1, + 112) (COS 2</J), (13) 

where () tt, is the normalization constant and Pm (a.p) 

(cos 2</J) is the Jacobi polynomial. In Eq. (12), YI,I,LM is the 

FIG. 1. Three different sets of Jacobi coordinates for the three-body sys­
tems. 
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I H x 
FIG. 2. The different sets of Jacobi coordinates for the four-body systems. 

coupled total orbital angular momentum function. The ei­
genfunctions Y[K I (0) form a complete and orthonormal set 
satisfying 

J dO YfK'I(O)Y[KI(O) =8[K'J(KI' (14) 

where the volume element dO = cos2 </J sin2 </J d</J 4142' 

The above equations, (6)-( 14), can be written for each 
of the three sets of Jacobi coordinates. From Eqs. (5), (6b), 
and (8), it is clear that the grand angular momentum opera­
tor is independent of the chosen Jacobi coordinates 

A2(oa) = A2(OP) = A 2(0'). (15) 

Therefore, it is possible to expand the eigenfunction of one 
set in terms of the eigenfunctions of another set within the 
given subset with AK , = AK : 

v (na) '" A [KIa-a' V (na' .t[KI u. = ~ [K'I (1Jaa').t[K'1 u. ). (16) 
[K'I 

Here, a' denotes either a/3 or r set and 1Jaa' is related to the 
mass ratio of the particles. The expansion coefficients 

A ff.l~-a'(1Jaa') = J doa' YfK'I(oa')Y[KI(oa) (17) 

are called the transformation brackets of the hyperspherical 
harmonics (TB). 

Now let us introduce a Hamiltonian: 

Ho = - £ (~+ 2...!..- _ A2(0») + l.p,oiS2. 
2p, a2s S as S2 2 

(18) 

The eigenfunctions of Ho are the wave functions of the har­
monic oscillator in the hyperspherical coordinates with the 
formula 

'lit; 1= RNv (s) Y[K I (0)/s s/2 = INmII /2;LM), (19) 

where [J] denotes an aggregate of quantum numbers 
N,m,/I,/2,L,M. The corresponding eigenvalue is 

E?I I = (2N + v + ~)/jw. (20) 

Here, v = AK + ~ = 2m + II + 12 + ~ and N is the radial 
quantum number of the harmonic oscillator. Also, RNv sat­
isfies the following radial equation of the harmonic oscilla­
tor: 

{~+ 2p, EO _p,2(J)2 1;-2_ v(v+ l)}R =0. 
d2s /j2 [I I If!> S2 Nv 

(21) 

The eigenfunctions 'lit; I form a complete and orthonormal 
set. The wave function of the three-body system can be ex­
panded in terms of the basis functions 'lit; I and an approxi­
mate solution can be obtained through diagonalizing the 
Hamiltonian of the system in an optimal subset. This ap­
proach has been used to solve the three cluster structure of 
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light hypernuclei and proved to be successfu1.5 The evalua­
tion of matrix elements is carried out with the aid of the 
transformation brackets of the hyperspherical harmonics. A 
variational parameter liw is introduced. 

An optional method can be obtained through rewriting 
Eq. (18) as 

~ ( 1i
2 

V2 1 2~2) j~1 - 2f.lj Pj + 2" f.ljw Pj • 
(22) 

The eigenfunctions ofEq. (22) are the two harmonic oscilla­
tor product states: 

h ~ ~ 

'II(J J = (q:;'n,l, (51)q:;'n,I, (52»LM 

(23) 

with the eigenvalues E?J J = (2n l + II + 2n2 + 12 + 3 )liw. 
Here, [J] denotes an aggregate of quantum numbers 
n l ,/l,n2,/2,L,M. The functions '117J J also form an orthonor­
mal and complete set. The wave function of the three-body 
system can also be expanded in terms of the basis functions 
'117J J and an approximate solution can be obtained through 
diagonalizing the Hamiltonian of the system in an optimal 
basis set. This approach has also successfully been used in 
the calculations of three-body problems with the short-range 
interactions.6 The evaluation of matrix elements is achieved 
with the aid of the generalized Talmi-Moshinsky transfor­
mations. 

The wave functions considered here include only the 
spatial part. For the systems including the identical parti­
cles, the spatial wave functions have to be combined proper­
ly with the spin functions to obtain correct overall symme­
tries for the total wave functions. This combination depends 
on whether the identical particles are Fermi particles or Bose 
particles. 

Both of above-mentioned methods are intrinsically 
equivalent to each other. The '117; J and '117J J are the solutions 
of the same Hamiltonian with the same boundary condi­
tions. Both of them are correlated to each other through an 
orthogonal transformation. Then '117; J can be expanded in 
terms of '117J J or converse: 

i.e., 

R Nv (5) Y(K J(O) 

55/2 
L c~,::, (/1 /2) 

n 1'"2(n. +"2 = N + m) 

X (q:;'n,l, (g'I)q:;'n,I, (g2»LM' (24) 

Here, C~,::, (/1/2) is the expansion coefficient whose explicit 
formula is given in the Appendix and there exists a symme­
try: 

These formulas can be written for each of the three sets 
of Jacobi coordinates. Since the hyperradius 5 and so R Nv 

(5) are invariant under the coordinate transformation, and 
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by using the orthonormal property of R Nv (5)/5 512, we ob­
tain 

(y (a')ly(a) ) 
(K'J (KJ = 

"l,n2 nj.n2 
(n.+n2 =m) (nj+ni=m') 

X(a') (n;l;n;I;;L In l / l n2 / 2;L )(a) 

XC~,:::(/1/2)' (25) 

The left-hand side of Eq. (25) is just the transformation 
bracket of the hyperspherical harmonics, Eq. (17), and 

X( ( ~(a» (~(a») > 
q:;'n,/, PI q:;'n,I, P2 LM 

is just the generalized Talmi-Moshinsky transformation co­
efficient (G TM). Equations (24) and (25) are just the rela­
tions we want to find. 

B. Four-body system 

A procedure similar to the one done in Sec. II A can be 
shown for the four-body system. There exist 15 different sets 
of Jacobi coordinates for a four-body system (cf. Ref. 7). 
The kinetic-energy operator of the four-body system in an 
arbitrary set of Jacobi coordinates is given by 

or 

~ 3 1 
T= -- ~ -V~ 

2 ~ Pi' 
j=lf.lj 

By defining a hyperradius and two hyperangles, 

51 = 5 cos tPI, 

52 = 5 sin tPI cos tP2' 
53 = 5 sin tPI sin tP2' 

the kinetic-energy operator is rewritten as 

(26a) 

(26b) 

(27) 

where w denotes the assembly of eight angles, 
'" '" '" 2' 

W = (tPI,tP2,51,52,53) and A (w) 1S well known as the grand 
angular momentum operator: 
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where ii (ti ) is the orbital angular momentum operator asso­
ciated with ~i' The eigenfunctions of A 2 (w) are 

fulfilling the eigenequation 

Here, [K] denotes an aggregate of eight quantum numbers 
ml,m2,/1,/2,/3,/23,L,M and A[K I = 2ml + 2m2 + II 
+ 12 + 13, 

Q I,I,/3 ("" ",,) =sin-3/2"" QAK+3/2./,("" )QI"I,("" ) 
m.m2 'f'1,.,.,2 'f'1 m. 'f'l ml '1'2 , 

(32) 

and Q':;.P is defined by Eq. (13), AK = 2m2 + 12 + 13, The 
function Y[K I (w) form a complete and orthonormal set 

(33) 

where the volume element 

Equations (26)-(33) can be written for each of the 15 sets of 
Jacobi coordinates. From Eqs. (5) and (28), it is quite ob­
vious that the hyperradius 5, T operator and so A 2 (w) are 
invariant under the coordinate transformations. Then, being 
similar to the three-body case, the eigenfunction in one set of 
Jacobi coordinates can be expanded in terms of the eigen­
functions in another set within the given subset with A[K' I 
= A[K I' i.e., 

Y[K I(wa
) = L A 1~!f-P(7]aP)Y[K'I(wP), ~34) 

[K'I 

and the transformation bracket for the four-body system 
(TB) is 

A Ina- p(7]aP) = f duJ3 YfK,)(WP)Y[K I(wa
) 

= (Y[K'I(wP)IY[K I(wa ». (35) 

Here, a and/3 denote two arbitrary sets of 15 different Jacobi 
coordinates. 

We further introduce a four-body Hamiltonian now 

Ho= _£(~+~~- A2(W»)+~f.lW252. 
2f.l a25 5 a5 52 2 

(36) 

The eigensolutions of Eq. (36) can be written in the follow­
ing formula: 

'I1r; I = R Nv (5) Y[K I (w )/5 4 

(37) 
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R Nv satisfies the following equation: 

{~ + 2f.l EO _f.l
2W2 

f:2 _ v(v + 1)}R = 0 
d25 fi2 [II fi2 ~ 52 Nv , 

(38) 

where v = A[K I + 3 = 2ml + 2m2 + II + 12 + 13 + 3. The 
solutions of Eq. (38) are the typical radial wave functions of 
the harmonic oscillator with the quantum numbers N, v, and 
the corresponding eigenvalues are 

E?I I = (2N + v + 3/2)liw. (39) 

Here, [I] denotes an aggregate of nine quantum numbers 
(N,m l,m2,/1,12,/3,123,L,M). The eigenfunctions 'I1r; I form a 
complete and orthonormal set. The wave functions of the 
four-body system can be expanded in terms of the basis func­
tions 'I1r; I and an approximate solution of the system can be 
obtained through diagonalizing the Hamiltonian of the sys­
tem in an optimal basis set. The evaluation of the interac­
tions matrix elements can be carried out with the aid of the 
transformation brackets of the hyperspherical harmonics of 
the four-body system. A variational parameter liw is intro­
duced. 

The other optional method is to rewrite Eq. (30) as 

3( 1i
2 122) Ho= L --V~j +-f.lw 5j , 

j=1 2f.l 2 
(4Oa) 

or 

H ~ ( fi2 V2 1 2~2) 
0= £.. -- Pj +-f.ljWPj . 

j=1 2f.lj 2 
(4Ob) 

The eigenfunctions of Eq. (40) are the product states of 
three harmonic oscillators 

'I1rJ I = (~n,l, (~I)(~n,l, (~2)~n,l, (~3»1" )LM 

= I n III n2/2nii23;LM ), 

with the eigenvalue 

E?J I = (2(n l + n2 + n3) + II + 12 + 13 + 9/2)1iw. 

(41) 

Here, [J] denotes the aggregate of nine quantum numbers 
(nl,/l,n2,/2,n3,13,/23,L,M). The eigenfunctions 'I1rJ I also 
form a complete and orthonormal set. The wave function of 
the four-body system can be expanded in terms of the basis 
functions 'I1rJ I and an approximate solution can be obtained 
through diagonalizing the Hamiltonian of the system in the 
optimal basis set. This approach has also been successfully 
used in the calculations of the four-body problems with the 
short-range interactions. The evaluation of matrix elements 
is achieved with the aid of the generalized Talmi-Moshinsky 
transformation of four body. 

The wave functions 'I1rJ I and 'I1r; I are the solutions of 
the same Hamiltonian with the same boundary conditions. 
Both of them are correlated to each other through an orthog­
onal transformation. Then we can expand 'I1r; I in terms of 
• .,ho 
or [J I or converse 

INmlm2/1/2/3/23;LM) 

= L C~'::::::'(l1/2/3) Inl/ln212n313123;LM), 
n.,n2 .n3 

i.e., 
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RNv(g)Y[K ](W)/g4 

= L 
nl,n2,n~ 

(n, + nl + n.,= N+ m. + m 2) 

X (fPn,/, (t) ) (fPn,l, (t2)fPn,/, (t3) )/
23

) LM' (42) 

All the above formulas can be written for each of the 15 sets 
of Jacobi coordinates. Since the hyperradius g and so R Nv 
are invariant under the coordinate transformation and by 
using the orthonormal property of RNvig 4, we have 

(Y[K,](lif1)\Y[K ](wa» 

= 
n""2.n.\ ni.ni.n] 

(n. +"2 + n.\ = m, + m 2 ) (nj + ni +"3 = mj + mi) 

X (p> (n; I; n;1 ;ni/il ;3;LM 

X \n)/)ni2n3/3/23;LM)(a)' (43) 

The left-hand side of Eq. (43) is just the transformation 
brackets of hyperspherical harmonics shown in Eq. (35) 
and the symbol in the right-hand side 

(P) (n; I; n; I; ni/i/;3 ;LM \n)/)n2/2n3/3/23;LM) (a) 

= «fPn'I' (t \P»(fPn'I' (tt»fPn·l · (t ~P»)/' )LM 
1 1 2 2 J 3 23 

X \ (fPn,/, (t \a) )(fPn,l, (t ia) )fPn,l, (t ~a» k) LM) 

is the generalized Talmi-Moshinsky transformation coeffi­
cient (GTM) from the a set to the {3 set. The closed formula 
of the GTM coefficients was rederived by Bao and a compu­
tation program was also given. 7 There the GTM coefficients 
were represented by the symbol TM4 (n)'/),n2,/2,n3,/3,n;'/;, 
n;,1 ;,ni ,Ii ,/23'/;3 ,L,x),x2,x3,x4,K), and X),X2,X3,X4 
denote the masses of the four particles, respectively. Index K 
is used to classify the transformations from a certain set to 
another set (cf. Ref. 7). The coefficients C~r;:::::'(I)/2/3) are 
given in the Appendix. Th~re exist a symmetry relation 

C ~r;:::::' (1)/2/3) = ( - 1) m,c ~r;:::::' (1)/3/2), 

Equations ( 42) and (43) are just the relations we attempt to 
find. 

·111. CONCLUSION 

The correlations between the transformation brackets 
of hyperspherical harmonics and the generalized Talmi­
Moshinsky transformation coefficients are obtained. This is 
significant for understanding the intrinsic connection 
between two kinds of basis functions mentioned above. It 
may be utilized for calculating one kind of both TB and 
GTM coefficients in terms of another kind and checking the 
formula of the transformation coefficients used in the calcu­
lations. An optional approach of solving few-body problems 
is proposed. In this method, the wave function ofthe system 
is expanded in terms of the basis functions of the harmonic 
oscillator in hyperspherical coordinates and the approxi-
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mate solutions are achieved through diagonalizing the Ham­
iltonian of the system in an optimal basis set. The advantage 
of this approach is that the hyperradius g is an invariant 
quantity under the coordinate transformation. The evalua­
tion of matrix elements can be carried out in terms of the 
transformation brackets of hyperspherical harmonics. The 
number of the transformation bracket needed in the calcula­
tions is less than that of the generalized Talmi-Moshinsky 
coefficients needed in calculating matrix elements since the 
quantum numbers taking part in the transformation in hy­
perspherical coordinates are less one than that in the har­
monic oscillator product states. The similar procedure can 
be generalized to the cases of the number of particles N>5. 
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APPENDIX 

In this appendix we give the explicit expressions of C ~,:, 
(1,/2) and C~r;:;:::'(l)/i3) for three-body and four-body sys­
tems, respectively. In order to be concise, we rewrite the 
formulas mentioned in Sec. II as follows: 

Rnl(p) = pto B(nip)/+2P exp(;;:2/2) 

Here, 

B(nl ) = [ 2n! ] 112 ( _ 1 V(n + i + 112) ~, 
'P ren + 1+3/2) n - p p! 

m 
Q ",:,T,(,p) = L D(m1')1'2k )sinT, + 2(m - k) ,p COST, + 2k,p. 

k=O 

Here, 

D(m1')1'2k ) = o ",:,T,( _1)m-k 

X(m + 1'~ + 1I2)(m +m1'~: 112), 
o ",:,T, = (2(2n + 1') + 1'2 + 2)m!r(m + 1') + 1'2 + 2) )112 

rem + 1'( + 3/2)rem + 1'2 + 3/2) 

and define 

E(x) = 1"0 exp( - p2)px dp 

{~(X ~ I)!, 

= (x - 1)!! c
1T

, 
" 7r if x = even, 2x12 + ( 

if x = odd, 

('T12 

SC(l,J) = Jo d,p sin] ,p cosJ ,p 

(l- 1)!!(J - I)!! = E -'---'---'----'--
(l +J)!! ' 

E= {~/2, 

Then we have 

if I and J are the even integers, 
otherwise. 
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c:,r::, (1112) = ~ ~ f B(NvP3)B(nl11PI)B(n212P2) (2 + m + II + \ + PI + P2 + P3)! i D(mI21Ik) 
P, p, p, k 

where, 

V= 2m + II + 12 + 3/2, 
n, n2 n;\ N 

C:,r::::::'(1112/3) = L B(n l11P1) L B(n2/2P2) L B(n3/3P3) L B(NvP4)E(v + 5 + II + 12 + 13 + 2 
~ p, p, ~ 
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Lie group symmetries and invariants of the generalized Henon-Heiles equations are found. 
The coupled second-order equations are invariant under translations in time, in general, and 
the stretching group (dilation) if the linear terms in the "force" are absent. The equivalent set 
of four coupled first-order equations is found to be invariant under a one-parameter group for 
three cases and the group generators are given. Three different approaches are reported: the 
"classical method" for determining Lie group symmetries, a modified method for finding Lie 
group symmetries with vector fields and the direct method for calculating the invariants. For 
the Henon-Heiles equations the direct method is the most efficient. 

I. INTRODUCTION 

The integrability of the two-dimensional Henon-Heiles 
equations, which have been regarded as a prototype of cou­
pled nonlinear first-order differential equations, has been 
analyzed by several approaches. I-I I The equations were ori­
ginally found for gravitating stars in a cylindrical galaxy. I 
Presented here is an attempt to determine the Lie point 
group symmetries of these equations and to relate the sym­
metries to the determination of a second invariant. The 
Henon-Heiles equations can be viewed as the equations of 
motion of a dynamical system whose Hamiltonian H is the 
energy E, where E is the first invariant. We call a system of 
equations integrable if the corresponding dynamical system 
in a 2n-dimensional phase space has n constants of motion or 
invariants in involution (independent) since the Liouville 
theorem II states that the other n invariants can be found 
once n invariants are known. For our system, the phase 
space is four dimensional and we need find only two indepen­
dent invariants. 

The generalized Henon-Heiles equations are 

x+Ax+2Dxy=0, 

y+By+Dx2- Cy = 0, 

(1) 

(2) 

where A, B, C, and D are constants and the overdots denote 
differentiation with respect to time t. These equations are 
autonomous since there is no explicit dependence on time tin 
the equations. Multiplication of Eq. (1) by x and Eq. (2) by 
Y and integration with respect to t gives the first invariant, 
the energy E, 

x2 r AX2 By Cy3 

E=2+2+-2-+T+Dx2Y-3' (3) 

where f = Ax2/2 + By 12 + Dx2y - Cy3/3 is used later on. 
An additional invariant quadratic in the velocities has been 
found previously for two special cases. The first for A = B, 
C= -Dis (Ref. 2) 

GI =xy +Axy + Dx3/3 + Dxy, (4) 

where we do not rescale the coefficients here as is frequently 
done. 2

•
6 The second invariant for C = - 6D is (Ref. 4) 

G - . ( . .) + (4A - B)x
2 + DX4 + D. 2 • .2 

2 - X yx - xy 4D -4- 'X Y 

+A 2 A(4A - B)x2 

xy+ 4D (5) 

Finding the first invariant by a canonical transformation 
was fairly straightforward, but finding the second invariant 
required ingenuity. A more general procedure for finding 
the invariants is the Painleve method4

,S,7,8 that searches for 
solutions of the differential equations for which the only mo­
vable singularities are simple poles. This method also indi­
catedaninvariantforC = - 16DandB IA = 16. The actual 
invariant was found by a variation of the direct method6 and 
is 

(6) 

The direct method begins with an assumed form of the veloc­
ity dependence of the invariant, sets the time derivative of 
the invariant to zero and then equates the coefficients of each 
distinct functional form of x and y to zero. These equations, 
which are the counterpart of the determining equations in 
the classic Lie point group method, are then solved for the 
coefficients which depend on the spatial variables. 

II. LIE GROUP OF COUPLED HENON-HEILES 
EQUATIONS BY THE CLASSICAL METHOD 

First the invariance of the coupled second-order 
Henon-Heiles equations is checked by the "classical meth­
od" as described in a number ofreferences. 12

-
2s We exclude 

conformal invariance here but it should give the same result. 
The twice-extended group generator needed here is 

a a a 
U" = s(x,y,t) - + 7J"'(x,y,t) - + 1f'(x,y,t) -

at ax ay 

'" a y a (7) + 7J,= ax + 7J,yy ay' 

where formulas for 7J,~ and 7J,~y are available on page 159 of 
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Ref. 12. Then, the differential operator acting on Eqs. (1) 
and (2) together with the requirement that Eqs. (1) and (2) 
hold simultaneously is the invariance condition. This condi­
tion is an identity, consequently, the coefficients of the var­
ious combinations of x and yare set equal to zero. The result­
ing linear partial differential equations for the coordinate 
functions S, "t, and V are the determining equations. For 
the general case, the group generator was only UI = a/at 
and the equations invariant under time t had a single invar" 
iant, the energy E. With the linear terms absent, A = B = 0, 
the equations are invariant under the stretching group and 
the group generator UI 

a a a 
U2 =t--2x--2y-, 

at ax ay 
(8) 

The invariance under the stretching group does not lead to a 
second invariant by Noether's theorem. IS The theorem of­
fers a prescription for the calculation of an invariant for a 
dynamical system invariant under a Lie point group but re­
strictions occur that are not satisfied here. The invariants 
found from Noether's theorem for Lie point symmetries may 
not include all the invariants for the differential equations. 
The question then is how to find any invariants from the 
stretching group. The classical Lie group method calculates 
the generalized similarity variables from the characteristic 
equations found from the first extension of U2 • These are 
xt 2,yt 2

, xt 3
, andyt 3. The invariants with these variables, in 

general, will have dependence on time but the known invar­
iants, E, G I , G2 , and G3 do not depend on time. These four 
similarity variables can be combined to form an independent 
set of three variables, x/y, XIX 312

, ylll2, which do not de­
pend on time but the known invariants cannot be construct­
ed from these variables alone. Hence, the Vlasov equation 
for the invariant in these three similarity variables cannot be 
expected to be solved for the known invariants. The Vlasov 
equation in the four similarity variables or the reduced set of 
similarity variables may have other invariants but integra­
tion of the characteristic equations of the relevant Vlasov 
equations has not been successful so far. The characteristic 
equations found from the first extension of U2 may be aug­
mented by an auxiliary variable, here t, such that the charac­
teristic equations may be combined with appropriate func­
tions of the similarity variables to give the invariants E and 
G I , for example (Leach, private communication). This non­
classical method is a generalization of the one discussed by 
Ince. 26 However, finding the correct combination of equa­
tions in the similarity variables is similar to finding the invar­
iants by taking combinations of the original set of Eqs. (1) 
and (2). Another tack is tried here. 

The Henon-Heiles equations are rewritten as a set of 
four first-order nonlinear, ordinary differential equations. 
The Lie point group symmetries of this set includes the high­
er symmetries; IS therefore, we may find all the symmetries 
for this set whereas the contact and higher sY\Dmetries are 
not found for Eqs. (1) and (2) by finding the Lie point 
symmetries. In addition, we can and shall write the group 
generator in a form in which the coordinate function multi­
plying the t derivative is zero but the other coordinate func­
tions depend on time t (Ref. 15): 
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x - u = 0, (9) 

Y - V = 0, (10) 

u + Ax + 2Dxy = 0, Ix = Ax + 2Dxy, ( 11 ) 

v+By+Dx2- cy=O, /y =By+Dx2 - cy. (12) 

The group generator is found by the classical method for the 
invariance under Lie group transformations of Eqs. (9)­
(12). However, the calculations are long and entail many 
interconnected determining equations. As all the known in­
variants are time independent, we assume that the second 
invariants are independent of t. Then the group generator is 
simplified by dropping the dependence on t in the coordinate 
functions. Consequently, the invariants found from the 
characteristic equations of this form of the group generator 
are independent of t in the classical method. We do not inves­
tigate the possibility that a more general group generator 
could retain t-dependent coordinate functions but still pro­
duce the invariant E and a second invariant. A once-ex­
tended group generator in the four variables x,y,u,v acts on 
Eqs. (9)-( 12). The resulting equations, which are given be­
low, Eqs. (16)-( 19), cannot be solved without an additional 
assumption: The coordinate functions for x and yare as­
sumed to be quadratic functions of the velocities. The group 
generators are calculated and correspond to the invariants in 
Eqs. (4) and (5). The calculation contains many simple re­
dundant relations. The possibility of determining the invar­
iant from the group generator seems dim because the charac­
teristic equations are so complicated; more so than for the 
three invariants of a charged particle in a helical magnetic 
field. Since the group generator is the same as that in Sec. III, 
we postpone its discussion until then. 

III. LIE GROUP OF HENON-HEILES EQUATIONS: 
VECTOR FIELDS METHOD 

The invariance of the Henon-Heiles equations, which 
can be viewed as dynamical equations, can be analyzed by 
considering the commutator of differential operators. One 
operator is called the Vlasov operator here and the other is 
the group generator. The invariance condition is the vanish­
ing of the commutator of these two operators or in other 
terminology the Lie bracket of two vector fields ls

,16 is zero. 
The Vlasov operator is V (Ref. 19) 

V a a. a . a 13 =u-+v-+u-+v-, ( ) 
ax ay au av 

where for u and iJ we substituted Eqs. (11) and ( 12), respec­
tively. The group generator U is 

U = Ux ! + U
y ~ + Uu ! + Uv :v ' (14) 

where the coordinate functions Ux ' Uy ' etc., are functions of 
x,y,u,V. The invariance condition 

[V,U] =0 

can be rewritten as 

VUx = Uu ' 

VUy = Uv , 

VUu = -AUx - 2DyUx - 2DxUy , 

Barbara Abraham-Shrauner 

(15) 

(16) 

(17) 

(18) 
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(19) 

These equations are identical to the invariance relations 
found from the classical method if the coordinate functions 
are renamed U rather than 7J. The coordinate functions Ux 

and Uy are found from Eqs. (18) and (19) by eliminating 
Uu and UV ' 

The solution of the Henon-Heiles equations is equiva­
lent to solving the corresponding Vlasov equation that con­
sists of the Vlasov operator acting on a function of the invar­
iant (s). Then, we surely have 

VE = {E,H} = 0, (20) 

VG= {G,H} =0, (21) 

'where E is the energy, the first invariant, H is the Hamilto­
nian, and G is the second invariant when it exists. The Pois­
son bracket is indicated by { , }. The invariance of the 
Henon-Heiles equations under an infinitesimal Lie group is 
reflected in the invariance of the invariants under the Lie 
group generator: 

UE=O, 

UG=O. 

(22) 

(23) 

From the Lie bracket (15) and the above relations, we see 
that the two vector fields are on an equal footing; that leads 
to 

UG = {G,.o/} = 0 (24) 

where .0/ is the equivalent of the Hamiltonian H for the 
group generator. Then, by analogy with the relations for ca­
nonical variables in Hamiltonian dynamics, we find 

(25) 

(26) 

(27) 

(28) 

where G = .0/ is used here just as H = E for this dynamical 
system which conserves energy. The four partial differential 
equations are easily integrated although Noether's theorem 
for higher symmetries could presumably be used. 

The relations between the coordinate functions of the 
group generator and the second invariant simplify the deter­
mination of the second invariant once the group generator is 
known. On the other hand, one can pick the velocity depen­
dence of the second invariant G; that choice restricts the 
velocity dependence of the group generator coordinate func­
tions more than the initial assumption made in the earlier 
sections. In the vector fields method, the velocity depen­
dence of the second invariant is first chosen to be quadratic 
(as well as linear) in the velocities. Then, from Eqs. (25) 
and (26), we see that Ux and Uy are linear in the velocities 
whereas the Uu and Uv may be quadratic in the velocities. 
The solution of the coordinate functions proceeds by first 
applying the integrability conditions on Eqs. (25) -( 29) that 
are of the type 
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aux --= 
ax 

(29) 

This gives rise to a number of relations among the coeffi­
cients of each combination of the velocities. Once the coordi­
nate functions are simplified, they are substituted into Eqs. 
( 16) and ( 17) and the determining equations for these coef­
ficients are found. The set of determining equations is redun­
dant. The group generator is for a five-parameter group until 
the condition imposed by Eqs. (18) and (19) reduces the 
group to a two-parameter group. From the two-parameter 
group we can find two group generators. One group gener­
ator is the Vlasov operator itself which we exclude; the other 
is the group generator U. The group generators for the two 
cases are: 

U1 = v..!.....- + u !.- - (Ay + Dx2 + Dr) ..!.....-
ax ay au 

a 
- (Ax + 2Dxy)-, 

av 
(30) 

where A = D, C = - D, and 

U2 = vx-2uy+ -+ux-( 
(4A-D)U) a a 

2D ax ay 

_ (uv + 2Axy + 2Dxr + Dx3 + (4A - D)AX) ..!.....-
2D au 

+ (u2 _ AX2 _ 2Dx2y) 

a 
X

av
' (31) 

where C = - 6D. One can verify that U1 G1 and U2 G2 = 0 
by substituting invariants from Eqs. (4) and (5) and the 
group generators in the invariance relation (23). 

The above approach to calculating the group generator 
is much more structured and consequently less prone to er­
ror than the classical method employed in Sec. II; however, 
the actual calculations are not much shorter and there are 
still redundant equations. To reduce the redundancy of the 
determining equations and the number of extra coefficients, 
we next try the direct method. 

IV. DIRECT METHOD FOR DETERMINATION OF THE 
SECOND INVARIANT 

By the direct method we calculate the second invariants 
quadratic in the velocities and also report attempted calcula­
tions of restricted forms of the second invariant quartic and 
sextic in the velocities. Once the second invariant is known, 
we find the group generator from Eqs. (25)-(29). 

In the direct method the dependence of the invariant on 
velocities must be guessed. We assume a polynomial depen­
dence on velocities, a natural first guess as the potential is a 
polynomial. Of course, we also know three invariants of this 
form have been discovered. Next, we use a property of poly­
nomial invariants or constants of the motion reported by 
Thompson.9 He showed that the polynomial invariants are 
either of even or odd degree in the velocities (momenta in his 
work). As a result, for invariants quadratic in the velocities 
we exclude terms linear in the velocities. If we had done that 
in Sec. III, the constraints imposed by Eqs. (25)-(29) 
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would have left the group generator unaltered and the calcu­
lation would have been simplified. The group generator is 
assumed to be 

G = g(X,y)U2 
- h(x,y)uv + i(x,y)v2 + j(x,y). (32) 

The direct method requires that 

dG = 0, (33) 
dt 

where the coefficients of each combination of the velocities 
are set equal to zero separately. For our case that results in 
six partial differential equations, four of which, Eqs. (34)­
(37), are trivially solved. The remaining two equations are 
solved by substitution of g, h, and i: 

ag =0 
ax ' 

ag _ ah =0, 
ay ax 

~-~=o 
ay ax ' 

ai -0 
ay-' 

(34) 

(35) 

(36) 

(37) 

(38) 

a' .J!.. + hfx - 2iJ;, = O. (39) 
ay 

The invariants found are the same as those found in Sec. II, 
G1 in Eq. (4) and G2 in Eq. (5). The calculations are much 
shorter than those done in Sec. II or III. The calculations in 
Sec. III could be shortened with the restriction of the second 
invariants to, say, even functions of velocities. 

The last calculations are of possible invariants quartic 
and sextic in the velocities. The invariants are assumed to be 
of a restricted form and a more general form cannot be ruled 
out. The form is 

G i = u4/4 + al U
2

V
2 + g(x,y)u2 

- h(x,y)uv 

+ i(x,y)v2 + j(x,y), (40) 

where a l is a constant and 

G4 = u6/6 + d(x,y)u4 
- e(x,y)u3v + g(x,y)u2 

- h(x,y)uv + j(x,y). (41) 

Here, G i is found to be the result in Eq. (6). From Eqs. 
(25)-(29) and (40) we find the group generator is 

U (
3 A 2 2D. 2 DX

3
v) a Dx

3
u a (A 2 2D 2 2 2 3 4ADx

3
y 

3 = U + x u+ xyu--- ----- + - xu - xyu +Dx uv-A x +--.....::.... 
3 ax 3ay 3 

No invariant was found for G4 in Eq. (41). 

v. DISCUSSION 

The integrability and Lie point symmetries of the gener­
alized Henon-Heiles equations have been investigated by 
three approaches: the classical Lie group point transforma­
tion method, the vector fields method, and the direct meth­
od. The group generators have been calculated by all three 
methods for two different second invariants which are qua­
dratic in velocity. For these equations the classical method is 
the most complicated and is long. A more structured method 
has been presented using vector fields but the shortest meth­
od has been shown to be the direct method. The Lie group 
generators are given for three separate values of the con­
stants:(I)A=B,C= -D,(2)C= -6D,(3)B=I6A, 
C = - 16D. Although the three invariants are not new, the 
group generators are new and the methods in this form have 
not been applied to the Henon-Heiles equations before. 6 

The approaches discussed here are suggested as alterna­
tives to the Painleve procedure for determining when a set of 
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(42) 

nonlinear, autonomous ordinary differential equations is in­
tegrable. The Painleve procedure does not necessarily find 
all the integrable cases; in fact, a weaker criterion has been 
used in certain cases.s The Lie group method as presented 
here also does not necessarily find all integrable cases either 
because the velocity dependence of the invariant or of the 
group coordinate functions must be postulated. The possibil­
ity is left open that there are additional special cases for 
which invariants may exist. 
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The notion of a conserved density is generalized to those densities whose integrals evolve 
exponentially. In the formal differential algebra used to find them, only a slight modification of 
the conserved density case is needed. Various examples for quasilinear evolution equations are 
given and an application to finding higher-order conserved densities by taking the Poisson 
bracket of exponentially evolving densities is indicated. 

I. INTRODUCTION 

Consider an evolutionary partial differential equation 
(pde) for a dependent variable u and independent variables t 
and x. Both u and x may be vectors but t is time and the 
equation takes the form 

u/=K, 

where K is a function of u and its x derivatives but not of tor 
any t derivatives. A conserved density T is a function of t, x, 
u, and derivatives of u such that there is another similar 
function X satisfying 

D/T=DxX, 

whereD/ andDx are total tandxderivatives, respectively. It 
is assumed that boundary conditions for u are chosen so that 
the integral of T over space is constant in time: 

D/ f Tdx= f D/Tdx= f DxXdx=O. 

See Olver's book! for methods of finding conserved densi­
ties, and their properties, applications, and history. Conser­
vation laws, as they are also known, are one of the major 
themes of mathematical physics and a thorough study of 
them is carried out in that book. 

In this paper, this notion is generalized to the following: 

D/T=aT+DxX 

where a is a number, real or complex. We will call Tan 
exponentially evolving density (EED) because the integral 
of T evolves exponentially with exponent a as the following 
shows: 

D/ f Tdx= f D/Tdx= f (aT+DxX)dx=a f Tdx. 

That is, if we have 

1(1) = f T dx at time t, 

then we have 

1(1) = I(O)ea/. 

When a is a negative real number, then 1(1) tends to zero, 
and if a is pure imaginary, then 1/(1) 12 is conserved. Both 
kinds of quantities are useful. 

II. RICH POISSON STRUCTURES 

If the evolution system is a Hamiltonian system, then it 
has a Poisson bracket and the total t derivative of a density T, 

which does not depend on t explicitly, is given in terms of the 
Hamiltonian density H of the system and the bracket by 

D/T={T,H}. 

Again, see Olver's book for a thorough explanation of Ham­
iltonian pdes and their brackets. For an EED, we thus have 

{T,H} = aT. 

Suppose S is another EED with exponent b. Then the Jacobi 
identity says 

HT,S},H} + HH,T},S} + HS,H},T} = 0, 
which reduces to 

HT,S},H} = (a + b){T,S}, 

which means that {T,S} is a new EED with exponent a + b. 
Hence, these densities form a closed subalgebra of the Pois­
son algebra of all densities. Note that if b = - a, then the 
new density is actually conserved so that new conserved den­
sities can be produced in this manner. This is somewhat simi­
lar in spirit to Rosencrans' method of producing a conserved 
density out of two non-Hamiltonian symmetries.2 Once a 
system has both a Hamiltonian structure and EEDs, one can 
expect a very rich Poisson algebra. 

III. A SIMPLE EXAMPLE 

First, we study the equation u/ = I(u)ux' Let us start by 
seeking the most general EED of the form T(u,ux )' Hence, 
we must expand 

D/T(u,ux ) =aT(u,ux ) + DxX(u,ux ) 

using the chain rule, and since the coefficient of u xx must be 
zero, it follows that 

I aT = ax . 
aux aux 

Since I does not depend on ux' we have X =j(u)T+g(u), 
which is substituted into the rest ofthe expression. Finally, 
we get 

aT g' (a+/,ux)T 
-a = Ux + I' 2 ' Ux Ux 

which is easily integrated for g = 0 to get what will be the 
prototype of all examples considered in this paper: 

T= h(u)ux exp( - a//,(u)ux ), 

where h is an arbitrary function of u. Note that if a = 0, then 
Tis simply h (u) Ux ' which is a trivial conserved density since 
it is already an x derivative. 
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For I( u) = u and h identically one, the density is 

T = u",exp( - alu",) 

and the equation U t = uu'" has a Hamiltonian structure giv­
en by 

Ut = D",E(u3/6) , 

where E is the Euler operator or variational derivative 
a I au - D", (a I au",) + .. , . The Poisson bracket is given by 

{A,B} = (EA)D",(EB). 

A long calculation shows that the bracket of two of the above 
densities with exponents a and b, respectively, is 

a2b 2( (a - b)uxx 3/2u", 8)exp( - (a + b)lu",). 

The important thing to note is that this new density is of 
order 2 although it was constructed out of two first-order 
densities, and so bracketing of EEDs can lead to higher­
order ones, for which a direct search becomes prohibitively 
long and tedious algebraically as order increases. When 
b = - a, we get a higher-order conserved density 

and it is in fact easy to check that 

D, (uxx 3/u", 8) = Dx (uuxx 3 lux 8). 

IV. EXAMPLE OF A QUASI LINEAR DIAGONAL SYSTEM 
OF TWO EQUATIONS 

Such a system is of the form 

where I and g are functions of u and v. Its higher-order 
symmetries and conserved densities were first considered by 
Verosky.3 A quick calculation shows that the density 

T= h(u)ux exp( - a / ! Ux) 

(which is exactly the same as the one in the last section with 
f' replaced by all au) is exponentially evolving with expo­
nent a and arbitrary h if g can be expressed in terms of I as 

g = (/fuv - lu Iv )lluv' 

Let us call this expression N( I). This calculation can be 
generalized to a diagonal system of three equations 

where f, g, and h are functions of u, v, and w. The EED will 
have exactly the same form as above when both of the follow­
ing hold: 

g = (/fuv - lu Iv )lluv' h = (/fuw - lu Iw )lluw' 

The generalization to n variables is obvious. 
Supposethatbothg = N(/) and 1= N(g) hold. There 

is then a symmetry in u and v and we get the following EED: 

T = h(u)ux exp( - a/! Ux) 

+ k(v)vx exp( - a/~~ Vx ). 

Expanding 1= N(N( I» and performing the derivatives 
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shows what sort of I are possible. They are the solutions of 
the pde: 

fuv fuuvv = fuvv fvuu , 

which is easy to solve. Its general solution is 

1= p(u)q(v) + r(u) + s(v), 

where p, q, r, and s are arbitrary twice differentiable func­
tions of one variable. The corresponding g is 

g = - r(u)s(v)lp(u)q(v) - p(u)r(u)lp'(u) + r(u) 

- q(v)s(v)lq'(v) + s(v), 

which has the same general form of a product plus a sum of 
functions of u and v like f It is not at all obvious that 
N(g) =1 but, on functions having the form that I does, 
N 2 = 1. Clearly, lots of examples can now be produced just 
by choosing p, q, r, and s, but finding a Hamiltonian struc­
ture for the resulting system is not easy. There is an exam­
ple4 of a diagonal quasilinear system that has no Hamilto­
nian structure but such systems are thought to be a singular 
case by a simple variable counting argument in the equations 
that need to be solved. A good question is to find all choices 
of p, q, r, and s that result in a Hamiltonian system. The 
forms of I and g are sufficiently limited to make this reason­
able. In the next section, we give one example where there is 
a Hamiltonian structure. 

V. A SYSTEM WITH BOTH HAMILTONIAN STRUCTURE 
ANDEEDs 

Consider a system describing two waves, one moving 
left and the other right, both with speeds given by the square 
of the total amplitude. This nonlinear wave equation looks 
like 

Both of the relations g = N( I) and 1= N(g) hold as can be 
easily verified. The Hamiltonian structure is found by a 
change in variables 

U= ~ (-++q). V= ~ (-+-q). 
The system becomes 

rt = qx' qt = ( - 1I3y3)x, 

which has a Hamiltonian structure 

(r) _ ( 0 Dx) ( :r) (1 q2) 
q t - D", 0 ~ 6r 2 +"2 ' 

which transforms to one in the uv variables with a nonlinear 
Hamiltonian operator A: 

(:), ~A(i) (2.' - ~v - 20') . 

If the Jacobian of the change of variables qr to uv is expressed 
in terms of u and v, then we get 
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(

Ur 
J= 

Vr 

and the Hamiltonian operator is 

where T denotes transpose. This change of variables is the 
one that Dubrovin and Novikov5 proved exists when one 
has a nonlinear Hamiltonian operator A. Ironically, we went 
backwards here because it is easier to find a change of coordi­
nates where the structure has a linear Hamiltonian operator 
rather than to look for the nonlinear Hamiltonian structure 
directly. 

The Poisson bracket of two densities Sand Tis 

{S,T} = (EuS,EvS)A (Eu1\, 
Ev T) 

where Eu and Ev are the Euler operators or variational de­
rivatives with respect to U and v and may be written as 

a a a a 
Eu =-a -Dx -a ' E =--D -

U Ux v au x avx 
for the first-order densities under consideration. We forego 
an explicit calculation because of its length. If the analogy 
with the example in Sec. III holds, a second-order EED will 
be the bracket of two first-order ones. An extremely rich 
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Poisson structure can be expected and, in theory, bracketing 
the EEDs of opposite exponentials can be used to construct 
higher-order conserved densities in a way alternate to Olver 
and Nutku's6 use of recursion operators for separable Ham­
iltonian systems (of which this is an example since in the 
coordinates which the Hamiltonian operator is linear the 
Hamiltonian function satisfies Hrrl Hqq = lIr4 which is sep­
arable). An interesting question is: Which of the diagonal 
systems with j= N(g), g = N(j) and which have Hamil­
tonian structures are separable Hamiltonian systems? 
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This paper is about harmonic maps from closed Riemann surfaces into homogeneous spaces 
such as flag manifolds and loop groups. It contains the construction of a family of new 
examples of harmonic maps from T2 = S 1 xS 1 intoF(n) or O(U(n») that are not holomorphic 
with respect to any almost complex structure on F(n) or O(U(n», where F(n) is the quotient 
of U(n) by any maximal torus and O(u(n» consists off S 1-. U(n) smooth such thatf( 1) = l. 

I. INTRODUCTION 

In this paper we study harmonic maps that are equivar­
iant with respect to an S 1 action from T2 = S 1 xS 1 into the 
full flag manifold F( n) = U( n) IT, where T is any maximal 
torus of U(n) and F(n) is equippped with a large class of 
left-invariant metrics that includes the Kiihler ones and the 
Killing form metric. In Ref. 1 we studied only F(n) 
equipped with the Killing form metric. We also discuss the 
extension of these results to the Loop group O(U(n». 

Often interesting examples of solutions to nonlinear 
problems are found by examining an equivariant case. The 
assumption of equivariance under a continuous group action 
whose orbits have codimension one in the domain manifold 
reduces a partial differential equation to an ordinary differ­
ential equation, and by using the theorem of existence and 
uniqueness of solutions of ordinary differential equations, 
we can produce lots of solutions of our problem. 

We also know that the critical points of a functional on a 
space of maps are difficult to treat in general. The energy 
functionals whose critical points are the harmonic maps are 
easier to analyze from the point of view of computations 
than, for example, the Yang-Mills functional, but they share 
some of their important properties like conformed invar­
iance in the domain manifold, bubbling-of phenomena, etc. 
This paper was inspired somehow by the fact that we can 
obtain, in a more or less standard way, Yang-Mills connec­
tions of S 2 X S 2 that are not instantons. See Ref. 2 for possible 
connections with the subject of that paper. 

In the case of S4, according to results of Atiyah3 and 
Donaldson,4 we have a natural 1-1 correspondence between 
instanton connections on S 4 and holomorphic S 2 into Loop 
groups. Recently, L. M. Sibner, R. J. Sibner, and K. Uhlen­
beck5 announced the existence of SU(2) Yang-Mills con­
nections on S4 that are not instantons. 

Now if one wants to understand the problem of harmon­
ic maps into nonsymmetric spaces like the Loop group with 
the (symplectic) Kahler structure, it is natural to start this 
study with harmonic maps into full flag manifolds, since 
such manifolds model the geometry of the Loop group in 
finite dimensions. See Refs. 6 or 7 for more details. 

In Sec. II we state some basic facts about maps into flag 
manifolds and describe a precise set ofleft-invariant metrics 
in such manifolds with which this paper is concerned. 

In Sec. III we recall the expressions for the harmonic 
and holomorphic maps equations in terms of projection op-

erators as in Refs. 1 or 8 and derive topological restrictions 
for a totally isotropic map;: T 2 -.F(n) to be holomorphic 
with respect to a nonintegrable almost complex structure on 
F(n). 

In Sec. IV we construct a series of new examples ofhar­
monic maps;: T2 -. F( n) that are not holomorphic with re­
spect to any almost complex structure on F( n), where F( n) 
is equipped with a large class ofleft-invariant metrics. Then 
using Ref. 9 we see how these maps generate two-tori into 
O(U(n»). 

The content of this paper was originated during the peri­
od of my doctoral thesis. 10 

II. SOME BASIC FACTS ABOUT MAPS INTO FLAG 
MANIFOLDS 

A flag manifold is a homogeneous space G IT, where Gis 
a compact Lie group and Tis any maximal torus. We denote 
by F(n) the flag manifold with G = U(n) and 

T = U(1) X ... X U( 1). 

ntimes 

The Killing form of U( n) is a positive-definite inner 
product (,) on the Lie algebra u (n ), and one has the decom­
position 

u(n) =PEBu(1) EB"· EBu(1). 
" v " ntimes 

If ~ is a Lie algebra over R and p is a subspace of ~ ,p is 
called a Lie triple system if given X, Y,Zep then [X, [ Y,Z])ep. 
Let us recall the following result due to E. Cartan. 

Theorem 2.1: Let G be a Lie group and H be a closed 
subgroup of G, but let M = G I H be a symmetric space. Let 
~ = P EB h, where ~ is the Lie aglebra of G and h is the Lie 
algebra of H. Let s be a Lie triple system contained in p. Put 
S = exp(s). Then S has a natural differentiable struture in 
which it is a totally geodesic submanifold of M satisfying SPo 
= s. On the other hand, if S is a totally geodesic submanifold 

of M and PoeS, then the subspace s = SPc. of ~ is a Lie triple 
system. 

Proof: See Ref. 11. 
As a consequence of Theorem 2.1 we see that F(n) can­

not be a symmetric space. 
We have p =~.oeS Es ' where S~N* is the set of roots 

and Es is the root-space corresponding to seS. We have 
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P® C= L Es, 
R SES' 

where S' is the subset of complementary roots. 
A T-invariant almost complex structure on F(n) corre­

sponds to a T-invariant endomorphism J of P with J 2 = - i 
Such endomorphisms correspond to some decomposition of 
S = S + EB S -, where 

S -I = { - a; aES +} 

and 

p®C=P(l,Q) EBp(O,I) = (L Es)EB( L Es). 
R seS+ seS-

The almost complex structure is integrable precisely when 
S + is the set of positive roots with respect to a choice of 
fundamental Weyl chamber D in u( 1) EB ••• EB u(1). 

A general (T-invariant) almost complex structure is 
specified by whether or not it agrees with J on each 
Es EB E _ so so there are 21s 

+ I possibilities, but only n! [order 
ofthe Weyl group of U(n)] are integrable. 

Now we define a family of left-invariant metrics on 
F( n), namely: Let A and B in P and consider the inner prod­
uct 

iJ 

where 

i 

o o 
o 

Ei=i o ' 
o 

o o 
a= (aij), aij=aii>O. 

If we restrict our almost complex structures in F( n) to 
the integrable ones, we can see that 

give all left-invariant Kahler metrics on F(n). See Refs. 12, 
10, 13, or 14 for more details. It is worthwhile to point out 
that if we consider F(n) with the normal metric induced 
from the natural bi-invariant metric on U(n), it is not a 
Kahler manifold. 

Let ~" denotes the trivial holomorphic vector bundle 
M 2XC" over M2. 

We use extrinsic differential geometry and think of t/J: 
M 2 --+ F( n) as a map or a subbundle of C" via the pullback of 
tautological defined vector bundles on F(n). Note that we 
also think of F(n) as the set of n-tuples (LI,. .. ,L"). Here Li 
is a one-dimensional subbundle ofC", L; is perpendicular of 
L j if i=j:.j, and LI EB'" EBL" = C".-Then the tautologously 
defined vector bundles on F(n) have as fibers over a flag 
(LI" .. ,L") the vector spaces LI, ... ,L", respectively. 

As usual, we identify a smooth map t/J: M 2 --+ cp n - I with 
a subbundle t/J ofC" of rank one that has fiber at xEM given by 
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t/Jx = T",(x) where T is the tautological line bundle over C 
P" - \; i.e" Jk. = t/J* ( T). Any subbundle Jk. of C" inherits a 
metric denoted by (,) '" and a connection denoted by D¢>, 
from the flat metric and connection a on C". 

Explicitly, -

(V,W)", = (V,W), VV,WEt/Jx, xEM, 

and 

(D",>ZW= 1I",(az W), WEr(t/J), ZET(M)I,JO. 

Here 1I.1t :~n --+ Jk. denotes the Hermitian projection in the sub­
bundleJk.. 

Note that we always describe F( n) in terms of the natu­
ral embedding F(n)~cpn-IX···Xcpn-l. So t/J: 
M 2--+F(n) is described as t/J = (1I\,. .. ,lI n ) where II;: 
M 2--+CP"-\ and 1I;lIj = Dijll;. 111 = II;. 

Now let g:M2--+ U(n) 'g; this can be thought of as 
g = (XI, ... ,xn)' where X; is a matrix with n rows and one 
column and gg* = I. We introduce the orthogonal projec­
tions III (g) = X\Xr, ... ,lIn (g) = XnX~, Hence we must 
havell\ + ... + lI(n) = I and 1I;lIj = o ifi =j:.j and m = II; 
sinceg*g = I andX1Xj = D;j. 

Alternatively, we can think of II; as 1I;(g) =gE;g*, 
where E; is already defined, Gauge transformations act on g 
as 

(X\, ... ,Xn) --+ (Xlhl, .. "Xnh n ), 

where 

hn 
)

EU(n). 

The Gauge potential is 

and the covariant derivative is 

Du (XI,· .. ,Xn) = (1I 1(au (XI »,···,lIn(au (Xn »), 

where u = a / az or a / az. By composing g with 
II:U(n)--+U(n)/T=F(n), we can think of t/J=lIog: 
M 2--+F(n) ast/J = (1I 1, ... ,lI n). Then each such t/J determines 
tautologously defined vector bundles lll, ... ,lln over M2. Let 
all;lax = aall;lax be the covariant derivative of II; with 
respect to x. We call the partial second fundamental forms of 
t/J the maps 

A ;j= 1I.(Aj) = II. allj if j-l-J .. 
x, x 'ax T. 

Note that A 1EHom( IIj ,II;) and ~jA 1 is the second 
fundamental of the span of II;. 

Now if we think of M2 as a complex one-dimensional 
manifold, then we define 

all; = ~(all; -..r=-r all;) 
az 2 ax ay 

and 
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a~ =~(alli +FT alIi). 
az 2 ax ay 

We also define 

A ~ = L A i.j, A ~ = L A i.j, 
i(#j) i(#j) 

where 

A ij _ II aIIj 
z- i az and 

.. aIIj 
Ai=IIi--' 

az 

III. HARMONIC AND HOLOMORPHIC MAPS INTO FLAG 
MANIFOLDS 

We now study the energy integral in terms of projection 
operators and write down the Euler-Lagrange equations for 
our variational problems. 

Definition 3.1: Given a smooth map 
rp = (II), ... ,IIn ): M 2-->(F(n)=U(n)/n ga=(a;j», where 
IIi = rpEirp*, we define the energy of rp as 

ijt) fM' aij tr(A:tA ~i) Vg , 

where J.L = Z or Z. 

Proposition 3.2: Let rp = (II), ... ,IIn ): M 2-->(F(n),ga) be 
any smooth map. Then 

where J.L = Z or Z, « » denotes the L 2_ Hilbert inner prod­
uct and d a = (dij) where d ij = aijA ij , }J. }J. , }J. • 

Proof: By definition 

Then 

~E = 2 Re{fM' (aijA :t,~(A :t» Vg 

= 2 Re{fM' aij(A:t, [A :t,q] - IIi !;) Vg } 

= - 2 Re{fM,aij(A~,A :t,q)} 

- 2 Re{EM' (aijA:t, !~) Vg } 

= - 2Re( (;, !;)) since Re{aij([A :t,A~ ],q)} = O. 
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Corollary 3.3: Let rp = (II), ... ,IIn ):M2--> (F(n),ga), 
wherega is any left-invariant metric on F(n). Then rp is har­
monic if and only if 

~(d~) +~ (da
) =0 

ax ay Y 

if and only if 

~(d~) + ~(d~) =0. 
az az 

Proof: By the above and according to the fundamental 
lemma of the calculus of variations, we have that rp is har­
monic if and only if 

Re{ ~(da)} =~(da) +~(da) =0. 
az z ax x ay Y 

Equivalently, we see that 

a~ (d~) + :z (d~) = 2( ~ (d~) + ~ (d;) ). 

Now let [I,n] = {xE1:; I<x<n}. Consider D = {(i,i); 
I <i<n} and S + to be a partition of ( [I,n] X [I,n] - D) 
containing (n 2 

- n)/2 elements such that if (iJ)ES + then 
(j,i)fiS +. We denote S - as the complement of S + in 
([ I,n] X [I,n] - D). We call S + a positive system in [I,n]. 

Let EO and E denote the a and (j energy, respectively, 
defined by 

o ~ f I ijl2 Es+(rp)=(ij~S+JM,Az Vg 

and 

Therefore rp = (II), ... , II n ): M 2 ..... F( n) is holomorphic with 
respect to the almost complex structure determined by S + if 
and only if 

Es+ (rp) = L f IA ¥'12Vg = 0 
(ij)ES+JM' 

if and only if A¥'= 0 'r/(iJ)ES +. 

Definition 3.4: Letrp = (II), ... ,IIn ):M2-->(F(n),ga) bea 
harmonic map. Note that rp is called totally isotropic if 
[d z,dz]p = 0, where [d z,dz]p denotes the offdiag­
onal part of the nXn matrix [d z,dz ]. 

Now by using the Koszul-Malgrange theorem, we can 
prove that if rp = (II), ... ,IIn ): M2 ..... (F(n ),ga) is a totally iso­
tropic map, then d:tEHom(IIj,IIi) ~II! ® IIi isaholomor­
phic section of the line bundle II! ® IIi over M2 when the 
total space of such bundle has a suitable complex structure. 
See Ref. 14 for the details of such fact. 

We now prove a result for harmonic maps 
rp = (II), ... ,IIn ): T2 = S) xS 1 ..... (F(n),ga)thatconsistsofa 
purely topological restriction for rp to be holomorphic with 
respect to some nonintegrable almost complex structure on 
F(n). 

Proposition3.5:Letl/J = (II), ... ,II n ): T 2-->(F(n),ga)bea 
totally isotropic map, holomorphic with respect to some 
nonintegrable almost complex structure on F(n) but not 
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with respect to any integrable one. Then C I [111] = ... = C I 
[lIn] = 0, where ctflI;] denotes the first Chern number of 
11;. 

Proof: We give the prooffor n = 3, and for arbitrary the 
proof is similar. 

Without loss of generality we can assume, say, that 
.0f 11 # 0, .0f~1 # 0, and .0f¥ # 0, otherwise </J would be holo­
morphic with respect to some integrable almost complex 
structure. 

But T( T2) ® IIj ® 11; has a holomorphic section if and 
only if -c l [T

2
] +ctflIt1-cl[IIj] =cl[II;] -cl [IIj ] 

;;.0. 

and 

Therefore 

cdlIt1 ;;'C I [11 2 ], 

CI [112 ] ;;'C I [11 3 ], 

CI [113 ] ;;'C I [IIt1, 

i.e., C I [11 t1 = cd 112 ] = C I [113] . But III + 112 + 113 is equal 
to the trivial bundle over T2, hence cdlIl] 
+ CI[II2 ] + cdlI3] = 3cl [IIt1 = O. Therefore 

c l [IIt1 =CI[II2 ] =CI[II3 ] =0. 

IV. EQUIVARIANT HARMONIC MAPS INTO FLAG 
MANIFOLDS 

In this paragraph, we will study harmonic maps that are 
equivariant with respect to an S I action on the space ofhar­
monic maps from S I X R to F( n) in the sense of Palais. 15 

Such equivariant harmonic maps will provide new examples 
ofequivarianttori T2 = S I xS I intoF(n) or more generally 
equivariance harmonic T2 = S I xS I into the loop group 
n(U(n». 

Often interesting examples of solutions to nonlinear 
problems are found by examining an equivariant case. The 
assumption of equivariance under a continuous group action 
whose orbits have codimension one in the domain manifold 
reduces a partial differential equation to an ordinary differ­
ential equation; then we essentially use the theorem of exis­
tence and uniqueness of solutions of ordinary differential 
equations. 

Now let us recall some useful facts from the general 
theory of equivariant harmonic maps. 

Let G be a compact, connected group of isometries of M. 
An immersionf N ..... M is called G-invariant if there exists a 
smooth action of G on N such that gf=fg, 't/geG. The 
submanifold I is said to be minimal if its mean curvature 
vector field vanishes identically. 

Definition 4.1: By an equivariant variation of a G-invar­
iant submanifold f N ..... M, we mean a differentiable vari­
ation /,: N ..... M, - E < t < E, 10 = f, through submanifolds 
such that g'/, = /,.g for all geG and all t. We recall the fol­
lowing useful result of Hsiang and Lawson. 16 

Theorem 4.2: Let Nbe a compact manifold andf N ..... M 
be a G-invariant submanifold of M. ThenfN ..... M is minimal 
if and only if the volume of N is stationary with respect to all 
compactly supported equivariant variations. 

These results have a close relationship with the theory of 
harmonic maps if one recalls that every minimal surface is 
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harmonic in some conformal structure. Furthermore, if 
</J: (M,g) ..... (N,h) is a nonconstant, harmonic and conformal, 
then it is a minimal branched immersion. 

Let G be a group acting on Map(M,N) and let E: 
Map(M,N) ..... R be a C I function invariant under the G ac­
tion. A symmetric point of Map (M,N) is an element of the 
set l'. = {</JMap(M,N);g'</J = </J 't/geG} of points fixed under 
the action of G. The principle of symmetric criticality states 
that in order for a symmetric point </J to be a cricital point, it 
suffices that it be a critical point of E Il:' Furthermore, l'. is a 
totally geodesic submanifold of Map(M,N). This principle 
is very useful in our present case, since the energy is invariant 
under the circle action because of the cyclic property of the 
trace. See Ref. 15 for more details. 

Now we study the differential equations found in Ref. 
17, adapted to our nonsymmetric case. 

Consider p:SI ..... U(n) given by p(exp(~B» 
= exp(AB), where A is some fixed matrix in u(n) and we 

also assume exp (21T A) = l. 
Let d /dt be a basis of R and consider dp(O) (d / 

dt) = AEu(n). Assume further that the set of equivariant 
harmonic maps 

Fp = {<PEC oo(S I X R; F(n»; 

</J(exp (~B),t) =p(exp(~ B»'I(t), 

where 

l(t) = II (t),···Jn (t); 

17(t) =/;(t), /;(t)-jj(t) =0 

ifi#jandli(t), and l'.J:(t) = I, for all exp(~ B)ES I} 
is nonempty. 

Note that U(n) acts on F(n) by conjugation: 

U(n) xF(n) ..... F(n), 

(A,X) ..... AXA -I. 

Let </J: (II I, ... ,II n ): S I XR ..... F(n) given by 

</J(exp( ~ B),t) = (111 (B,t),···,IIn (B,t» 

= exp(AB) f(t). 

So 11; (B,t) = exp(AB)/; (t)exp( - AB). 
Now by studying special cases of a general second-order 

ordinary differential equation, we will construct examples of 
harmonic maps </J = (II I, ... ,II n ): T2 = S I xS I ..... F(n) that 
are not holomorphic with respect to any almost complex 
structure on F(n), where F(n) is equipped with any left­
invariant metric defined in Sec. II. 

Consider a local chart U ~ R2 for a Riemann surface M 2 

and B I, B2 in u(n) such that [B I ,B2] = O. Then we can de­
fine locally the following map: 

-if> 
U ..... U(n), 

(x,Y)t-+exp(Blx + BlY). 

We have seen that (p induces a map </J = (II I, ... ,IIn ): 
U ..... F(n) given by II;=(pE;(p*=exp(Blx+BlY)'E;' 
exp( - Blx - BlY). We can prove the following. 

Lemma 4.3: Let</J = (III,. .. IIn): U ..... F(n) given by 
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llj = exp(Blx + B2Y)' E j 'exp( - Blx - B2Y), 

where B I,B2 are in u(n) and [B I,B2] = O. Then 

d x = I aij exp(Blx + B2Y)Ej B IEj exp( - Blx - B2Y), 
j#j 

d y = Ia ii exp(Blx + B2Y)Ej B2Ej 
iJ 
i#j 

Xexp( - Blx - B2Y). 

Proof: We will prove the expression for d x' and the one 
for d y is proved similarly. We have 

.... .. alli .. 
aliA"';, = a'lllj ax = a'lllj(BI exp(Blx + B2Y)'Ej 

'exp( - Blx - B2Y) - exp(Blx + B2Y)Ej B I 

Xexp( - Blx - B2Y». 

But B I' B2 = B2' B I so we have 

aiillj(exp(Blx + B2Y) (BIEj - EiBI)exp( - Blx - B2Y» 

= aii exp(Blx + B2Y)Ej 'exp( - Blx - B2Y) 

xexp(Blx + B2Y)' [BI,Ei ]exp - (Blx - B2Y) 

= aii exp(Blx + B2Y)EIB IE i 'exp( - Blx - B2Y). 

Now we can find the Euler-Lagrange equations for the equi­
variant maps defined above. 

Proposition 4.4: Let ¢J = (lll, ... ,lln ):U ..... F(n) be a 
smooth map such that llj = exp(Blx + B2Y) 
. Ei 'exp( - Blx - B2Y), where BI and B2 are in u(n) and 
[B I ,B2 ] = O. Then ¢J is harmonic if and only if 

I aijEi([BI,diag Btl + [B2,diag B2])Ej = 0, 
iJ 
ih 

where diag(Bj) denotes the diagonal part of Bo i = 1,2. 
Proof: According to Corollary 3.3 ¢J is harmonic if and 

only if 

~(da + i.( d a) = o. 
ax x ay y 

Hence let us compute (alax)(d~) and (alay)(d;). We 
have 

- aij exp(Blx + B2Y)EiB IEj 'BI exp( - Blx - B2Y) 

Xexp(B,x - B,y) [Bb! a'JE,B,Ej ]exP( - B,x - B,y) 

= exp(Blx + B2Y)aijEi [BI,diag BI]Ej exp( - Blx - B2Y). 

Simlarly, we prove that 

a .. 
- (d;) = exp(Blx + B2Y)aliE i [B2, diag B2]Ej 
ay 

Xexp( - Blx - B2Y). 

Theorem 4.5: Let 

R2 2 
¢J = (lll,· .. ,lln): = T ..... (F(n),g (;}) al (jJf3l a= a 

be an equivariant map defined as in Lemma 4.3, where 

lli = exp(Blx + B2Y)Ei 'exp( - Blx - B2Y), 

and B I,B2 are in u(n) with [B I,B2] = O. Furthermore, as­
sume EiBkEj #0 for some 1 <J#j<,n, k = lor 2, and that 

IdjEj ([BI, diag Btl + [B2, diag B2])Ej = O. 
ij 

ih 

Then ¢J is harmonic with respect to the metric ga = (a;)) but is 
not holomorphic with respect to any almost complex struc­
ture on F(n). 

Proof: According to our hypothesis and Proposition 
4.4., ¢J is harmonic. On the other hand, di,j 
= d jj + '=T dij and dji = A ji + '=T d:jj are both x V-I Y Z x V-I y 

nozero according to our hypothesis and Lemma 4.3. There­
fore, according to the holomorphic map equations in Sec. 
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III, ¢J is not holomorphic with respect to any almost complex 
structure on F(n). 

The result above allows us to construct several examples 
of harmonic and nonholomorphic maps from T2 to 
(F(n),ga)' For example, let 

f R ..... U(n), 

li--+exp (Bt) , 

where 

0 a..r=T 0 0 0 

a..r=T 0 0 0 0 

B= 0 0 0 f3..r=T 0 

0 0 f3..r=T 0 0 

0 0 0 0 0 

Eu(n), 

and a and f3 are nonzero real numbers. 
Then 

(Bt)2 (Bt)n 
exp(Bt) =I+Bt+--+ .. · +--+ .... 

2! n! 

Hence 
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cos at 0 0 0 0 sin at 0 0 

0 cos at 0 0 0 sin at 0 0 0 0 

0 0 cosf3t 0 0 0 0 sin f3t 0 
!(t)exp(Bt) = + -1 

0 0 0 cosf3t 0 0 0 sin f3t 0 0 

0 0 0 0 0 0 0 0 0 0 

Let us consider as the first set of examples the case B) = B2 = B, where a and f3 are nonzero real numbers. 
Now let us consider~: R)-- U(n) given by ~(x,y) = exp(Bx + By). Then ~ induces a map: 

R2 
¢: --F(n) 

(21T/a)Z EB (21T/a)Z 

given by 

( 
2TI 2TI) - -¢ x + -;; n,y + p m = ¢(x,y,(E), ... ,En)¢ *(x,y) = exp(Bx + By) (E),. .. ,En )exp( - Bx - By). 

Since diag B = 0, according to Theorem 4.5, ¢ is harmonic with respect to any left-invariant metric on F(n) but is not 

holomorphic with respect to any almost complex structure on F(n), since E)BE2 = E2BE) = a.r=T #0. 

0 a).r=T 0 0 0 0 

a).r=T 0 0 0 0 0 0 

0 0 0 a 2.r=T 0 0 0 

0 0 a 2.r=T 0 . . 0 0 
B= 

. 
Eu(n), 

0 ak.r=T 0 

0 0 0 0 0 ak.r=T 0 0 

0 
0 0 0 0 0 0 0 

such that 2k<.n. 
Another family of harmonic with respect to any left-invariant metric on F( n) as defined in Sec. II but nonholomorphic 

maps is given by 

0 a.r=T 0 0 0 

a.r=T 0 0 0 0 

B)= 0 0 0 f3.r=T 0 

0 0 f3.r=T 0 0 

0 0 0 0 0 
and 

0 f3.r=T 0 0 0 

f3.r=T 0 0 0 0 

B2 
0 0 0 a.r=T 0 

0 0 a.r=T 0 0 

0 0 0 0 0 

where a and f3 are nonzero real numbers such that a/f3EQ. 
Then B) and B2 are in u(n), [B),B21 = 0, and furthermore 
there exists YER such that aT andf3'Y are integers. 

Now let us consider 

R2 
,/,. --F(n) 
'fJ' 2TIy(ZEBZ) 

given by 
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¢(x + 2TIny,y + 2TImy) 

= ¢(x,y) (E), ... ,En )¢* (x,y) 

= exp(B)x + B1Y) (E), ... ,En )exp) - B)x - BzY). 

But diag(B) = diag (B2 ) = O. Then again, using Theorem 
4.5, we see that ¢ is harmonic with respect to alileft-invar­
iant metrics defined in Sec. II but not holomorphic, since 
E)B)E2 = E2B)E) = a.r=T #0. 
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We can generalize this example by taking B.eu(n) of 
the following form: 

B· • 0 0 

0 BI 
2 

-. 
B.= . 

B~ . . . 
0 0 0 0 

where 

0 aiI=T 0 

aiI=T 0 0 
Bi-1-

0 0 0 

0 0 PiI=T 

and 

. . . 
B2 B~ . . . 

0 0 

where 

0 PiI=T 0 0 

PiI=T 0 0 0 
B~= 

0 0 0 

0 0 aiI=T 0 

such that 2k<n. Furthermore, we also assume that all 
PI = ... = aklPk are all rational numbers. 

It would be interesting to look for another way of gener­
ating harmonic with respect to all left-invariant metrics de­
fined in Sec. II but not holomorphic with respect to any 
almost complex structure on F(n). Another class of har­
monic but holomorphic maps are the Eells-Wood maps. See 
Refs. 12 or 14 for more details. 

It would be nice to understand the stability of the maps 
that we have built in this paper with respect to the family of 
left-invariant metrics defined in Sec. II. 

We notice that Lemma 5.4 in Ref. 14 would be true in 
this case, and to use this lemma in a profitable way, it would 
be necessary only to understand the stability of such maps 
when F( n) is equipped with Kahler metrics. 

Now let us show how these examples above provide ex­
amples of harmonic and nonholomorphic maps from T2 into 
O(U(n», where O(U(n» is equipped with thes usual sym­
plectic Kahler metric. To see this, we sketch the holomor­
phic and totally geodesic embedding of F(n) into O(U(n» 
according to Ref. 9. 

Let us now recall some basic facts about O(U(n». See 
Ref. 7 for many more details. Let O(U(n» = (f: S I .... U(n) 
smooth such thatf( 1) = I}. We can put a group structure in 
O(U(n» defining (f·g)(e.r=t 6) = f(e.r=t fJ'g(e.J-t fJ). 
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The simplest case is when G = U(1).Then O(U(1» has 
components indexed according to the winding number, and 
each component can be identified with the space of functions 
f: S 1 .... R such that f( 1) = O. The Fourier series of such a 
function is 

"" tP= L anzn, a_ n =On, Lan =0, 
n= - 00 n 

therefore the coefficients an' for n > 0, determine tP com­
pletely. Hence each component ofO(U( 1» becomes a com­
plex vector space of infinite dimension. 

For non-Abelian G, O( G) is not linear any more. How­
ever, it still is an infinite-dimensional manifold, and we can 
again use Fourier series to introduce complex coordinates. 
We know that 0 ( G) J is equal to 0 (g) and can be represent­
ed in Fourier series as 

"" tP= L anzn, a_ n = -a:, Lan =0, 
n= - 00 n 

where an Egc. If G = U(m), then an eCm and a! is the trans­
pose conjugate matrix. So O(G)I becomes an infinite-di­
mensional complex vector space . 

Now we can define several almost complex structures 
on O( G), namely if ¢'EO ( G) J' we define 

"" J(tP) = L anFT anZ n
, 

n= - 00 

where an = ± 1 and a _ n = + 1. The almost complex 
structure obtained by making an = 1, \:In> 0, is integrable 
and is called the canonical almost complex structure. 

The next point is to define a canonical Kahler structure 
on O(G). To define a Hermitian metric on O(G) is again 
enough to define in 0 ( G) J and translate it via the group 
action. There are several natural left-invariant metrics on 
o (G) (see Ref. 7 for more details), but it seems to be the 
most natural when given with respect to the Fourier coeffi­
cients by l:n>O n tr(ana!) where an is seen as a matrix. An 
important reason for this metric be the natural one to be 
considered relies on the fact that it is Kahler. The symplectic 
form associated is given by 

(tP,t/J) = 2~ f1T (tP'(8),t/J(8»d8, 

where (, )is given by the Killing form metric and 
tP'(8) = (dtPld8)(8). 

Now let us recall the natural totally geodesic and holo­
morphic embedding of F(n) into O(U(n» as in Ref. 9. 

Let r = Hom(S I,G) the subgroup formed by closed 
geodesics. Clearly G acts on r by conjugation. Furthermore, 
each connected component is a G-orbit, i.e., is of the form 
(gyg-l, geG and fixed {'Er}. 

We know that y(expCI=Tt» = exp(tS) for some SEg 
such that exp(21TS) = I. We note thatgyg-l(exp(I=Tt)) 
= g exp(ts)g-l = exp(t Ad (g)S). Therefore the G-orbit of 
y is of the form Ad(g)S = G IH where H = {geG; 
Ad(g)S = S}, i.e., H is the centralizer of a torus. 

Then we can define the embedding 

Caio J. C. Negreiros 1641 



                                                                                                                                    

I/J: G/H-+O(G), 

gH..-gyg-l. 

If we put on G / H the pulled back Kahler metric of 
o (G) and consider compactible almost complex structures, 
we can see that I/J is totally geodesic and holomorphic. 

In the case we are primarily interested in this note it is 
enough to consider G = U(n) and 

where Ai ;fAj if i;fj, AjEZ so exp(21Ts) = 1. 
Let ga = (ali) be the Kahler metric obtained pullingback 

via I/J the natural Kahler metric on O(U(n» constructed 
above. Now let r/J: T 2 -+(F(n), ga= (ali» be a harmonic but 
not holomorphic map with respect to any almost complex 
structure on F(n). Now since I/J: (F(n), ga) -+O(U(n», the 
Kahler metric is totally geodesic and holomorphic we have 
that r/J = 1/JOr/J: T 2 -+O(U(n» is harmonic but not holomor­
phic. 
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A linear pair for self-dual gauge fields is constructed for the metric dr = gif dz dZ + gyy dy tIj. 
It is shown that for consistency gij and gyy' apart from a possible overall conformal factor, are 
given in terms of two Liouville fields of equal and opposite curvatures. The null surface 
corresponding to the pair and the homogeneous solutions, playing a fundamental role, are 
constructed explicitly. The five-dimensional space of yJ,z;Z and the spectral parameter A. is 
studied. The proper transformation of A. corresponding to holomorphic ones of y and z is 
found. Known monopole, instanton, and (quasi) periodic solutions are all shown to emerge 
systematically as particular cases of our formalism. As examples of new possibilities, the case 
of accelerated observers and that of cosmic string backgrounds are presented. 

I. INTRODUCTION 

Linear pairs Ii la Zakharov and his co-workers 1-3 furnish 
a supple and powerful method for explicit construction of 
self-dual gauge fields. This formalism is closely related to the 
language oftwistors.4

•
s Linear pairs were adapted to the con­

struction of monopoles by Forgacs et al. 6. 
7 They used Carte­

sian and cylindrical coordinates for the pair. Hyperbolic and 
spherical coordinates have been used successfully to con­
struct instantons8

•
9 containing monopoles as limits and peri­

odic lo and quasiperiodic II solutions. In the general ADHM 
method 12 the final nonlinear constraint cannot be resolved 
except in very particular cases. Really complete and explicit 
solutions with unlimited ranges of indices have, up to now, 
been obtained for higher Atiyah-Ward classes only for re­
stricted symmetries.8-11 One may, for example, have axial 
symmetry along with the possibility of periodicity in time. In 
this context the proper choice of coordinates, adapted to the 
symmetry in question, is vital. Then independence with re­
spect to one or more coordinates can be implemented from 
the beginning. 

Here we present the linear pair for a class of metrics 
from which the interesting particular cases emerge directly 
and systematically. Thus different approaches are encom­
passed and unified. Moreover, our formalism leads to a deep­
er understanding of the geometry of self-duality in four di­
mensions. The privileged class of metrics, permitting 
consistent construction of a linear pair, is shown to be given, 
apart from a conformal factor, in terms of two Liouvillefields 
of equal and opposite curvatures. This is the basic result lead­
ing to the rest. The geometry is elucidated by constructing 
the null surface associated to the pair. The homogeneous 
solutions, the kernels of the mappings induced by the opera­
tors DI and D2 of the pair, are given explicitly. Their role is 
fundamental. The five-dimensional space formed by the co­
ordinates yJ,z;Z and the spectral parameter A. is studied to 
better situate the null surface. A transformation of A. accom­
panying holomorphic ones of y and z (with conjugates ones 
for y and z) is shown to lead to a better understanding of the 
general structure. 

All the solitonic solutions cited above are extracted sys­
tematically from the general case as particular ones. The 

case of an accelerated observer is also treated. 
Different choices of coordinates in locally Euclidean 

space do not exhaust the content of our formalism. As an 
example we indicate how the metric of a class of cosmic 
strings fits into this framework. Other possibilities should be 
looked for. 

Our formalism seems to point out the minimal link 
(through equal and opposite curvatures) between two-di­
mensional conformal properties leading to nontrivial results 
in four dimensions. This aspect should be explored in 
broader context not limited to self-dual gauge fields. 

II. THE LINEAR SYSTEM 

We work in complexified four-dimensional space, i.e., 
we regard the space-time coordinates Xo, XI' X2, and X3 as 
complex variables. Let the metric be 

dr =gif dzdZ + gyy dytlj, (2.1) 

with 

and 

z=X3+Vea> z=x3-VeO' 

y = XI + Ve2' Y = XI - Ve2' (2.2) 

g".;:. = g".;:. (y,zJ;Z) = (r) -1 (p. = y,z). (2.3) 

We coin the term "biconformal" for this class offour-dimen­
sional metrics, for reasons that will become clear later on. 
The self-dual Yang-Mills equations, 

Fp.v = (.F)p.v=!J/KTE"p.va,8FaP, (2.4) 

take a very convenient form in biconformal metrics: 

Fyz =Fyz =0, 

giZF if + ~YFyy = O. 

(2.5) 

(2.6) 

They can be viewed as two curvatureless conditions on the yz 
and the y z planes and a third constraining equation. An 
associated linear system is easily constructed by requiring 
that the three self-dual equations be encompassed into a sin­
gle one. Define 

p = (~Y/giZ)1/2, (2.7) 

and 
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Al =il.p-IAz +Ay, 

A2= -il.pAy+Az' 

(2.8a) 

(2.8b) 

where il. is a complex parameter. Then it is possible to find 
two linear differential operators DI and D2 such that 

F12 = DIA2 - DzAl + i[AI.A2] (2.9) 

=Fyz +il. 2Fyz -il.p-I(FZi +p2Fyy), (2.10) 

for all values of il.eiC. We get 

DI =il.p-Iaz + ay - [il.p-I az lnp + ay lnp]il. a.,t, 
(2.11a) 

D2= -il.pay +az + [-il.pay lnp+az lnp]il.a.,t. 
(2.11b) 

The self-dual potentials Al and A2, which from Eq. (2.10) 
can be interpreted as curvatureless on some complex two­
dimensional surface l:, must be of the following form: 

Al = i(DIt/J)t/rt, (2.12a) 

A2 = i(D2t/J)t/J-t, (2.12b) 

where t/J belongs to the complexified gauge group G c. These 
are precisely the linearized equations of Belavin and Zak­
harov2 generalized to biconformal metrics. 

III. THE ROLE OF TWO LIOUVILLE FIELDS 

There is an implicit assumption in our derivation of the 
linear pair. Equations (2.12) hold true if and only if the 
operators DI and D2 commute for any value of the spectral 
parameter il.: 

(3.1 ) 

This consistency condition does not hold for an arbitrary 
biconformal metric. A direct calculation yields the con­
straints: 

a;z Inp = a~z lnp = 0, 

p-I a~ lnp - p a;y lnp = O. 

Equation (3.2) implies 

p = P2(z;i)/PI (y,y) , 

(3.2) 

(3.3) 

(3.4 ) 

which means that the metric, up to an overall conformal 
factor, is Kiihlerian. Then Eq. (3.3) becomes 

-2a 2 I -2a 2 In K (35) P2 Zi n P2 = - PI yy PI = , . 
for some constant K. We recognize Liouville's equation. 
Therefore a full parametrization of the admissible biconfor­
mal metrics reads: 

- (a a - )112 _ 1 + KOJIOJI z OJ2 z OJ2 
p- , 

1 - KOJ2OJ2 ayOJI ay OJ I 

(3.6) 

whereOJ I (y), OJ2(Z), WI (y), and W2(:Z) are independent arbi­
trary holomorphic functions. Hence two-dimensional sur­
faces with opposite constant curvature playa special role in 
the geometry of self-duality. From now on, by biconformal 
metric, we mean this restricted class of metrics. 

IV. THE NULL SURFACES 

There is a standard technique to solve any system of 
first-order, linear partial differential equations, which is the 
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method of characteristics. Its application to our linear pair is 
straightforward. Let the components of two vector fields 
VI(y,z,ji;i,ii.) and V2(y,z,y;i,ii.) be given by the coefficient 
functions of the differential operators DI and D2. These vec­
tor fields V I and V 2 define the tangent planes to some (com­
plex) two-dimensional surface l: called the characteristic 
surface of the differential system. The parametric equations 
of l: depend upon two complex variables a and {3: 

ay=O aY=l 
aa 'a{3' 

ay ay 
-= -A.p, -=0, 
aa a{3 

~-1 
aa - , ~=O a{3 , 

az =0 az -il. -I 
aa 'a{3-P' 

ail. 
- = - il.(il.p ay lnp - az lnp), 
aa 

ail. = -il.(il.p-Iaz lnp+ay lnp). 
a{3 

Up to arbitrary integration constants, we get: 

y={3, 

z=a, 

dY 
y=y(a), da = -il.p, 

- -({3) dZ _ l -I Z=Z , d{3 -AP , 

il. =il.(a,{3), ~(il.p-I) = ~(il.p) = 0, 
da d{3 

which imply (on l:): 

il. = (_ dY . dZ )112 
da d{3 , 

P = (_ dY!dZ )112. 
da d{3 

It follows that the Riemannian metric on l: is 

d~ = gZi dz dZ + gyy dy dY 

= (g _ dZ + g _ dY )da d{3 
zz d{3 yy da 

=0 

(4.1 ) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

which means that the characteristic surface of the linear pair 
is a "null" surface or a "light" surface in Euclidean and 
Minkowski terminology, respectively. 

V. THE HOMOGENEOUS SOLUTIONS 

We still need to solve for yea) and z({3) to get the ex­
plicit equation of the null surface. We shall use the general 
parametrization of the ratiop in Eq .. (3.6). On l: we have 

2 dY/da 
p = - dZ/d{3 

= (1 + KOJ I ({3) WI (a»)2 aaOJ2 . ap W2 (dY/da ) , (5.1) 
1 - KOJ2(a)w2({3) . ap OJl aawl dZ/d{3 
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which holds true if and only if 

aaw2ap(ii2 apwlaa(iil 

(I-Kw2(a)w2({J»2 = - (1 + Kwl({J)wI(aW . 
(5.2) 

Equation (5.2) states that ( - (ii1'W I ) and (W2,(ii2) define 
the same solution of the Liouville's equation 

e- 2
«1> a~pcp = - K, 

whose general solution is 

(5.3) 

(a a )1/2 
CP(a,/3) = In aP pq , 

1 - Kp(a)q({J) 
(5.4) 

where pea) and q({J) are two arbitrary holomorphic func­
tions of the independent complex variables a and {J. The 
invariance group of Liouville's equation is the group of lin­
ear fractional transformations. Indeed the solution is invar­
iant, cP = CP', under the homographic transformations 

p-+p' = (ap + b)/(Kcp + d), (5.5) 

q-+q' = (dq + c)/(Kbq + a), (5.6) 

where a, b, c, and d are arbitrary complex constants with 
ad - Kbc#O. It follows that Eq. (5.2) is solved by 

(iiI = ( - aW2 + c)/(Kbw2 - d), 

(ii2 = (aw. - b)/(Kcw. - d). 

(5.7) 

(5.8) 

These expressions provide an explicit parametric equation of 
the null surfaces together with 

A = (_ elY . di )112 
da d{J 

= (az W2. ay WI)1I2( _ d(jjl • d(jj2 )112. (5.9) 
ay(iil az(ii2 dW2 dWI 

In fact, the null surfaces l: are parametrized by the four 
complex numbers (a,b,c,d)EC4 modulo any complex num­
ber t #0 

l: (a,b,c,d) =. l: (ta,tb,tc,td). (5.10) 

Hence the space of null surfaces forms a complex projective 
three-dimensional manifold cp3. Although ep3 is compact 
and cannot be completely spanned by three complex coordi­
nates, it is useful to introduce a three-dimensional coordi­
nate system. Whend #0, we can solve for aid, bid, andcld 
as functions of y,z,y;z, and A: 

a All + MI(ii2n 
-= , 
d AKw1w211 - 11 

!!....= Aw1ll-(ii2n , (5.11) 
d AKw Iw211 - 11 

c Aw211 + (ii.n 
-= , 
d AKw1w211 - 11 

with 11 = (ay wlaz (2) -1/2 and n = (ay (iilaz (ii2) -1/2. 
By definition, these functions are constant on a null sur­

face. These independent normal coordinates to l: provide an 
implicit equation of the null surface. It follows that the gen­
eral solution to the homogeneous linear pair, 

(5.12) 

is an arbitrary algebraic function of a,b,c, and d, homoge-
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neous to degree zero: 

x=x(~,~,~). (5.13) 

It is also convenient to express the null surface equations in 
terms of complex two-spinors. Equations (5.7) and (5.8) 
can be written as 

[!] = (q)[~], (5.14) 

where the complex (2X2) matrix (q) reads: 

1 
(q) = --::-----

1 + K 2WIWIW2W2 

[
WI (1 - KW2(ii2) (ii2(1 + Kwl(iil) ] 

X (5.15) 
w2(1 + Kwl(iil) -(iiI(1-Kw2(ii2)' 

Any point x=. (y,z,y,z) in four-complex-dimensional space 
with biconformal metric can be represented by the matrix 
(q) that generalizes the quaternion representation of Euclid­
ean space: 

(5.16) 

Thus, many features of the Atiyah-Ward formulation of 
self-dual gauge fields in Euclidean metric4•5 can be general­
ized to biconformal metrics. 

VI. TRANSFORMATIONS OF THE SPECTRAL 
PARAMETER 

The structure of the kernels of the mappings induced by 
DI and D 2, as given in (5.11), suggests the transformation 

[ 

d(jj d(jj] 112 I • 2 

A=A~=A elY di 
11 dWI dW2 

dy dz 
giving, setting d = 1, 

A + K(iiI(ii2 a= , 
AKWIW2 - 1 

AW2 + (iiI c= . 
AKWIW2 - 1 

Moving over to the coordinates (WI,W2) from (y,z) 
C.F. = conformal factor) 

d~ = (C.F.) [ (1 + Kwl(iil) -2 dWI d(jjl 

and 

_ (dWI)-1 ~.- --
dy 

D ~ A 1 - KW2(ii2 = 
I=~.+ ~2 

1 + Kw1w. 

_ K«(ii. + A~2) A a"" 
1 + Kw1w1 

D - ~ + A 1 + Kwl(ii1 = 
2 - UW2 UW 1 

1 - KW2W2 

_ K«(ii2 + AWl) A a/\. 
1 - KW2W2 
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(6.5) 

1645 



                                                                                                                                    

ForK=O. 

fi} I = iJoJ l + A iJ(jj2' 

fi} 2 = iJoJ2 - A iJ(jjp (6.6) 

Thus. starting with Cartesian coordinates. the effects of the 
holomorphic transformations (y,z) -(WI (Y). W2(Z» on DI 
and D2 (that now have a). present) are absorbed through 
(6.1). 

Even for K ;j: O. (6.1) helps in understanding the struc­
ture of the formalism. Corresponding to t!fll and fi} 2' define 

The square roots of derivatives are eliminated throughout 
the formalism thanks to (6.1). This can be compared to the 
passage to regular gauge in certain classes ofinstanton solu­
tions. 13 (But in practice. it is sometimes better to stay with A.. 
This will be illustrated in the following sections. ) 

Starting with FI2 of (2.9). defining 

q _ (dWI dW2) - IF 
07 12- ---- 12 

dy dz 

= t!flI'Jd2 - PJ 2.Jd1 + i[.Jd I • .Jd2] 

=F A2F__ A{ 1 + Kwl·iil F _ 
"""" + """" + 1 v - """" - .n.W2W2 

1 - KW2@2 F } (6 10) 
+ 1 + KWlwl "',w, ' . 

the coefficients of I,A,A2 equated to zero gives self-duality 
corresponding to (6.3). The parametrization of the null sur­
face of Sec. IV is now 

WI = - av + c, W2 = _ ( - au + b) (Kbc;j:ad), 
Kbv-d Kcu-d 

A = (Kbc - ad)/(Kcu - d)(Kbv - d). (6.11) 

Now 

d(jj = _ (Kbc - ad) dv d(jj = (Kbc - ad) du 
I (Kbv _ d)2' 2 (Kcu _ d)2 ' 

(6.12) 

and 

(l + KWlwI)( 1 - KW.jii2) -I = (Kcu - d)(Kbv - d) -I. 
(6.13) 

Inserting these in (6.3), 

dr=O. (6.14 ) 

For b = 0, c = 0 the solution is independent of K. [Hence­
forth always d = 1 as in (6.2). J 

1646 J. Math. Phys., Vol. 31, No.7, July 1990 

With PJ I and PJ 2 already fixed by (6.4) and (6.5) one 
can complete. in the five-dimensional complex space 
(w 1.tt.l2'W l,w2,A ), the list of coordinates and derivatives such 
that 

[Xi,xj] =0, [PJ;ot!flj] =0. 

[PJi,xj] =~ij (i,j= 1 .... ,5). ( 6.15) 

A possible choice of the X 's is 

XI = WI' X2 = W2' X3 = a-lb. 

X4 = a-Ie, Xs = In a. (6.16) 

Along with t!fll and t!fl2 the other derivatives can be com­
pactly written on defining 

(6.17) 

as 

- a-I t!fl3 = KW2wdi iJ(jj1 + h iJ(jj2 + Mdl h a", 

a- It!fl4 =/1 iJ(jj1 - KWIW2h iJ(jj2 + M2/lh a", (6.18) 

- PJ s =!t (WI tWl + A a" ) + h(W2 iJ(jj2 

+Aa,,) -a!tha". 

[The PJ's corresponding to other choices such as X3 = b, 
X4 = C, XS = a can easily be obtained from (6.18). J The null 
surface (6.11) corresponds to 

dX3 = O. dX4 = 0, dXs = O. (6.19) 

Evidently, 

dXI =0=dX2, (6.20) 

again gives, in (6.3), dr = O. The operator t!fls dilates a, b, 
andc. 

PJ s(a,b,e) = (a,b,c). (6.21) 

For K=O, fi =h = -1, 

a = - A, b =@2 - AWl' C = - (@l + AW2)' 
(6.22) 

Redefining theX's of (6.16), for K = 0, using simple linear 
combinations as 

Xl = !(wl + A -I(2), X2 = !(w2 - A -IWI), 

X3 = !(wl - A -I(2)' X4 = !(w2 + A -IWI), (6.23) 

Xs=lnA, 

helps to display certain features conveniently. The corre­
sponding derivatives are 

PJ I = aWl + A iJ(jj2' PJ 2 = awz - A iJ(jj1' 

PJ 3 = aWl - A iJ(jj2' PJ 4 = aW2 + A iJ(jj1' (6.24) 

PJs =@OOl +@2iJ(jj2 + A a". 

Evidently, like the pair (!2J 1,!iJ 2)' the pair (t!fl 3,!iJ 4) pro­
vides another formulation of self-duality. Like 

~=~=~=~ (~) 

the set 

(6.26) 

provides another null surface. Parallel possibilities are evi­
dently obtained on interchanging throughout (y,z) and 
(y,z) or (WI'WZ ) and (WI,W2)' 
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One can envisage further transformations of the spectral 
parameter. Set, for example, 

X = «(1 + KllJ lwl)/(1 - KllJ2(2»± I A. (6.27) 

For the upper sign, 

g I = allJ I + X( (1 - KllJ2(2)/( 1 + KllJlwl ) )2aaJ2' 

g; 2 = allJ2 - X aaJ I + 2K [W21 (1 - KllJ2(2) ( 6.28 ) 

- XllJI/(l + KllJlwl)]X ax' 

For the lower sign, ax is absent in g 2' Different representa­
tions can be helpful in solving for different types of seed 
solutions to be briefly presented in the following sections. 

It is instructive to note how solutions are restricted on 
imposing symmetries and the corresponding transforma­
tions of the spectral parameter. Suppose we require indepen­
dence with respect to the phase 0' given by 

(6.29) 

Setting A = Ae - iu, 

-iu A+MIlllJ21 a=e _ , 
AKllJIlllJ21- 1 

_ AIllJ2 1 + WI c-_ . 
AKllJIlllJ21- 1 

(6.30) 

Expressing gland g2 in terms of A, IllJ21 and 0' one sees 
that for au :::::0, in (5.12), one must have 

X=X(bla,c). (6.31) 

If one demands independence also with respect to the phase 
rp, where 

llJlml = e''ltp, 
A . 

A = Ae-'(u+tp), 

setting only the combination 
A A 

bc (AlllJ.I-lllJ21)(AlllJ21 + IllJ.l) 
-;; - (A + K IllJ.llllJ21 )(AK IllJ.llllJ21 - 1) 

(6.32) 

(6.33 ) 

(6.34) 

now leads to solutions satisfying aU::::: 0, arp:::::o, with A as the 
spectral parameter. Such constraints are extremely impor­
tant in constructing soliton solutions to be described below. 

VII. APPLICATIONS TO SOLITON SOLUTIONS 

We now apply the general formalism to construction of 
solitons. Suppressing derivations, one complete set of pre­
scriptions is presented. Known important particular 
cases6-11 are shown to emerge from this systematically. We 
also point out new interesting possibilities. (Background 
material can be found in Refs. 1-11.) 

A. SU(2) gauge fields 

Define 

M=p-1/21~ ~I, (7.1 ) 

with p a real function and q, in general, a complex function of 
(y,ji,z,z). The ansatz for gauge potentials is 

AI' = (iaI'M)M-· (p =y,z), 

Ap = (iapMt-')Mt (ji =ji;Z) (7.2) 

Let 
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(7.3) 

The self-duality constraints reduce to (with Gy =.ayG etc.) 

g"Y(GyG -I)y + gZZ(GzG -I>z = o. (7.4) 

Using D I , D2 of (2.11) introduce the linear pair for the 2 X 2 
matrix .p as 

DI.p = (GyG -I).p, 

D 2.p = (GzG -I).p, (7.5) 

with the condition 

(7.6) 

Choose a "seed solution" Go and construct the correspond­
ing .po. Prescriptions for a class of .po will be given later. The 
ansatz for iteration is (with 2X2 matrices Rn and the unit 
matrix I); 

.pn=(I+Rnl(A.-Pn».pn_1 (n=I,2, ... ). (7.7) 

Here, R nand Pn are independent of A.. (The poles can also be 
introduced simultaneously and additively.) 

The poles (PI'''',Pn) cannot be chosen arbitrarily. For 
consistency, the residue of each double pole on the left of 
(7.5) must vanish. Here, the homogeneous solutions of Sec. 
V playa fundamental role. It can be shown that if 

DjH(y,ji,z;Z,).) =0 (j= 1,2), (7.8) 

then Pm satisfying, for some constant cm. 

H(y,ji,z,z,Pm) = Cm' (7.9) 

provide the right choice of poles. (This can be demonstrated, 
more generally, for kernels of mappings in arbitrary dimen­
sions.) One need not write and solve separately "pole equa­
tions" as is usually done. The solutions of (7.8) not only give 
the poles but relate them to the geometry of the null surface. 
From (5.11), define 

a(p) = (pO + [((jjIW2o.)/(pKllJIllJ20 - 0.), 

b(p) = (PllJIO - w2o.)/(pKllJIllJ20 - 0.), 

c(p) = (PllJ20 + wlo.)/(pKllJlllJ20 - 0.). 

One must have 

(7.10) 

Hn(a(Pn ),b(Pn ),c(Pn» = const. (n = 1,2, ... ). 
(7.11) 

The proper choice of H at each stage is crucial in assuring 
desirable properties of the solutions. With the poles so cho­
sen, the power of the formalism manifests itself by yielding 
explicit algebraic solutions of the matrices R. Define the row 
vectors 

mn = Mn(a(Pn ),b(Pn ),c(Pn ».p;;.! I (Pn) (n = 1,2, ... ), 
(7.12) 

the row vectors M being functions of a, b, and c only and 
.p(p) = .p(A. = p). Proper choices of the vectors Mn is again 
crucial. Now 

R _( --I) (Gn_I'm!)®mn 
n - Pn + Pn t (n = 1,2, ... ), 

(m,,'G"_I'm,,) 
(7.13) 

where G" = .pn (A. = 0). The iterative structure of G is 
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( G 'mt)®(m'G ) -: -G -(1 -1--1) n-I n n n-I 
VtI - n-I +ftn ftn ('G' t) 

mn n-I mn 

Finally, to assure unimodularity, take 

Gn (phys) = CUI ftkilk ) 1/2 Gn. 

From G one obtains p and q and hence AI' and Ail' 

B. Seed solutions 

Suppose we set 

(7.14) 

(7.15 ) 

Go = diag(ef(Z) +f(z),€e-f(z) - f(z», (7.16) 

where j (z) is some suitably chosen function of z and [to 
make (7.15) work] € = ± 1 for an even and odd number of 
poles, respectively. This evidently satisfies (7.4). Setting 

tPo= diag(e\€e- h), (7.17) 

from (7.5) 

Dlh = 0, D2h = azf (7.18) 

Letj(z) = Y 1(liJ2(Z». From (5.10), for A = 0, 

sothatw2=b= -alKc (K:;fO). 

Hence 

h = YI(liJ2) + Y 2 (b, - alc) , 

such that 

Y 2 (A =0) =Y1 =! 

satisfies (7.18) and also 

tPo(A = 0) = Go. 

(7.19) 

(7.20) 

(7.21) 

For K = 0 one can consider Y 2 (b,a). Correct choices of 
Y 2' will be indicated for particular cases to follow. Other 
choices of GI are evideptly possible. The foregoing example 
suffices to illustrate the technique. 

C. SU(N) Gauge fields 

The same linear pair (the D's) and homogeneous solu­
tions (a,b,c) are good for higher-dimensional gauge groups, 
such as SU (N). But now G and tP are (N X N) matrices and 
Mof(7.}) is now (N XN) lower triangular. Theparametri­
zation of M and G and the extraction of AI" Ail are all now 
more complicated. Without detailed discussion of such top­
ics we briefly indicate some new features that arise. 7,8 

At each step one can now introduce up to (N - 1) row 
vectors 

m~/) = M~l)(a(ftn ),b(ftn ),c(ftn »tP;;.!.1 (ftn), (7.22) 

1= 1,2""'/n <,N - 1. 

The matrix (7.13) is now generalized to 

R" = (ft" + iln- I){ (Gn _ I ·m~i.» ® m~·)t}( J ,,- I) i.J.' 
(7.23 ) 

where 

(7.24) 

This leads to 
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Gn =G,,_I - (1 +ftnil;;I)(Gn_I'm~jn)t) 

® (m~') 'G" _ I )(J -I)inJo' 

and (7.15) now becomes 

G - (ITn ( - )Ii/N)G 
"(ph, •. ) - ftkftk n' 

k=1 

(7.25) 

(7.26) 

For different choices of In at each step one has different solu­
tions. This is an extra possibility arising beyond SU (2). For 
SU(2) at each step I" = 1. One can generalize (7.16) to 

~ ek,<f+f> ~ eKN<f+l» 
"2 ""'''N , 

and set 

tPo = diag(€lekl\€2ek,h'''''€Nl~), 
where the E's are ± 1 and 

kl + k2 + ... + kN = O. 

(7.27) 

(7.28) 

The prescription (7.20) for h remains the same. Due to the 
complications mentioned for SU(N) at the beginning, the 
solutions are best discussed in terms of the "superpoten­
tial".7,8 But details are beyond our scope in this paper. 
Spherically symmetric SU(N) solutions have been con­
structed without using linear pairs. 13 But they can also be 
obtained in this framework. This has been illustrated for 
SU(3 ).7,8 

VIII. PARTICULAR CASES 

The results of Sec. VII are now shown to yield system­
atically interesting particular cases. 

Case 1: Hyperbolic coordinates: Let 

liJI=Y, liJ2=e-2z, K=l, 

and 

ytan(0/2)ei
q>, z=!(17+ ir). 

Then from (2.1) and (3.6), 

d~ = (C.F.)[dr + d172 

(8.1 ) 

(8.2) 

+ sinh217(dD 2 + sin2 D dlP 2)], (8.3) 

(0<'17< 00, -11"<,r<,11", 0<,0<'11", 0<'lP<211"). 

For 

C.F. = (cosh 17 + cos r) -2, 

one has the flat Euclidean spacel8 and for 

C.F. = (cosh 17)-2, 

one has the de Sitter space. 

(8.4) 

(8.5) 

Expressing DI and D2 in terms of (r,17,D,lP) is straight­
forward.8 The convenient combinations of the homogeneous 
solutions tum out to belo 

BI (A) = ~ = [(Ael1 - ji)/(A - jiel1 ) ]eir
, 

c 
B2 (A) = b = [(Ayel1 + l)/(AY + el1 ) ]lr, (8.6) 

B3 (A) = ~ = (Ael1 - ji)/(Ayel1 + 1). 
b 

For solutions independent of rand lP only the combination 
BIB 2-

1 can appear (in the poles and the row vectors M,.) 
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along with the redefinition A ..... Ae - itp. 
Choosing 

Go = diag(ea(z+Z\Ee-a(z+Z», 

for SU(2), 

tPo = diag(eah,Ee - ah), 

with 

h = z -! In(BI (A)B2(A». 

(8.7) 

(8.8) 

(8.9) 

(The criteria for specific choices of h are hermiticity con­
straints for G 7

•
B.) The generalization to SU(N) is direct. 

This formulation has been used extensivelyB.1O to construct 
instantons. 

Case 2. Spherical coordinates: This can be very conve­
niently and fruitfully treatedB as a scaling limit (z ..... z/a; 
a ..... 00 ) of the previous case showing how monopoles emerge 
as limits of instanton sequences. But it is instructive to ex­
tract it directly from our general formalism. Let 

ll)1 =y, ll)2= (z-I)/(z+ 1), K= 1, (8.10) 

and 

y=tan(t1/2ktp, Z= (r+it), (8.11) 

(O<r< 00, - 00 <t< 00). Then, normalizing the C.F., 

d~ = [dt 2 + dr + r(dt1 2 + sin 2t1dlp 2)], (8.12) 

the standard spherical line element. 
One can easily express D I ,D2 in spherical coordinates. 

Note that from (3.6) and (8.10) 

(8.13) 

which is static. This simplicity is lost after (6.1) leading to 
Pfl I and Pfl2 of (6.4) and (6.5). [This is what we meant in 
the comment following (6.9). Though (6.1) elucidates the 
general structure, it is not always advisable to implement it 
in constructing explicit solutions.] The combinations well 
adapted for this case are lO 

BI(A) = (a + c)/(a - c) = r[ (A + ji)/ 
(A - ji)] + it, 

B 2 (A) = (b + 1)/(b - 1) 

= r[ (AY - 1)/(AY + 1)] + it, (8.14) 

B3(A) = (a - c)/(b - 1) = (A - ji)/(AY + 1). 

These can be obtained also as scaling limits of (8.6). Choose, 
for SU(2), 

Go = diag( e',Ee - ') (r = ! (z + z», 
tPo = diag(eh,Ee- h), ( 8.15) 

where 

h = ~ - !(BI (A) + B2 (A». ( 8.16) 

This formulation has been used to construct monopolesB and 
(quasi)periodic solutions. 10. I I The combination (BI - B2) 
along with A ..... ,1,e - itp can be used for static, axially symmet­
ric solutions. The roles of Bland B2 in time-dependent solu­
tions, however, are of particular interest. 

Case 3. Accelerated obseroer: In the Minkowski line ele­
ment, setting 
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Xo = a-Iea{; sinh au, 

X3 = a-Iea{; cosh au, 

one has 

d~= -dx~ +dx~ +dxi +dx~ 

= ~a{;( _ dif + d;2) + dxi + d~. 

(8.17) 

( 8.18) 

An accelerated observerl4 along a trajectory; = const with 
a proper acceleration ae - a{; has a proper time proportional 
to u (ea{;u). Hence he will see solutions independent of u as 
static. To study self-dual gauge fields from the point of view 
of such an observer, IS making explicit the role of the observ­
er's proper time, consider the Euclidean section obtained 
through 

Normalizing a to 1, 

ds2 = e2{;(dif + d;2) + dxi + dx~ 
= du2 + u2 dif + dv2 + v2 dlp 2 

= ~+Z dzdZ + e"+Y dydj, 

where we have set 

X3 + ixo = ueiu =~, XI + iX2 = vtltp = e". 

This corresponds to (3.6) with 

ll)1 = e", ll)2 = ~, k = 0, 

with a corresponding choice of C.F. Now 

a = - AeIl2(y+z-y-Z) = - Ae-i(u+tp), 

b = _AeIl2<Y+z+y-z) + ~ = ( - AV + u)e- iu, 

c= _Ael12(y+z-y+z)_e"= -(Au+v)e-iq>. 

Also withp = eIl2(z+z-y-y) = u/v, 

for 

DI = ay +Ap-I az + !(1-Ap- I)A aA,' 

D2 = az - Apay +!( 1 + Ap)A aM 

A = 0, a = 0, b =~, c = - e". 

Hence, for SU (2), choose 

Go = diag(ePcz+Z),Ee-P(z+Z», 

tPo = diag(eh,Ee - h), 

where 

h = {3z + .'7 (b,a ) 

with 

eJ'(A,=O) = ePz. 

( 8.19) 

(8.20) 

(8.21) 

(8.22) 

(8.23 ) 

(8.24) 

(8.25) 

(8.26) 

(8.27) 

(8.28) 

(8.29) 

(8.30) 

The relation of these coordinates with those of case 1 has 
been given elsewhere.9

•
15 Instanton and monopoles have 

been studied. 

Case 4. Cylindrical coordinates: This can be treated as a 
scaling limit of case 3, permitting again the exaction ofmon­
opoles as limits of instantons. 9 To extract it directly from our 
formalism set 

ll)1 = e", ll)2 = Z, k = O. (8.31) 

Suitably choosing the C.F. one has 
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For 

X3 + beo = z, eY = uei'l', 

one gets the standard form 

d~ = dx~ + dx~ + dv2 + u2 df/J 2. 

Now 

(8.32) 

(8.33 ) 

(8.34) 

a= -Ae- icp, h= -AU+Z, c= - (Az+u)e-i'l'. 
(8.35 ) 

The combination 

c/a+h= -AU+U/A+ (z+z), (8.36) 

free from Xo and f/J can be used in the pole equations to con­
struct static axially symmetric monopoles.6

•
7 

Case 5. Gauge fields around cosmic strings: If instead of 
(8.34) one takesl6 

d~ = dx~ + dx~ + dv2 + B V df/J 2 (0 < B < 1 ), 
( 8.37) 

one gets the Euclidean section (xo -> - beo) of the metric of a 
straight cosmic string of linear mass density 

Il =!(l - B). (8.38) 

It can be cast in the form 17 

d~ = dz di + e- 4V dy dj, 

where 

V=ll ln (yy), or e- 4V =(yy)-4P• 

Setting 

dWl -41' 
dy =y , W2 = z, k = 0, 

(8.39) 

(8.40) 

(8.41) 

one gets the link with our formalism. Multiple parallel 
strings are obtained 17 by setting 

n 

V= 2: Il,ln{(y- C,)(y- Cl )}, (8.42) 
1=1 

where the mass density and the intersection with the 1-2 
plane are given, for the I th string, by III and Cl , respectively. 
Now 

dW I lIn (C)-41'1 k 0 -- = y - I ,W2 = Z, =. 
dy 1=1 

(8.43 ) 

A continuous cloud of density can also be envisaged,17 and 
one can choose a suitable interior solution. For thin strings 
(8.40), (8.42) the metric is singular on the string axes. 

In applying our formalism to construct self-dual gauge 
fields in such a background (say that of a single string to 
start with) the real problem, as always in the linear pair 
approach, will be to fix the domains of the parameters con­
sistent with desirable regularity and boundary conditions. 
Topological aspects should then be analyzed carefully. For 
nonsingular solutions one can consider the exterior of a thick 
string. Such solutions will be studied elsewhere. One should 
note, however, that a well-defined self-dual gauge field (the 
signature being Euclidean) has zero Tl'v' So it does not dis­
turb the gravitational background. So one has effectively a 
solution of the total gravitational Yang-Mills system. 
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Gauge field solutions in various other curved spaces are 
known.8 Here we just point out how the special case of paral­
lel strings fits into our formalism. De Sitter space was al­
ready mentioned in case 1. More generally, conformally flat 
Robertson-Walker spaces can be considered in our frame­
work. One point should, however, be noted. Self-dual solu­
tions in four dimensions are formally independent of an 
overall conformal factor in the metric. But the singularities 
of the conformal factor, limiting the domain of the coordi­
nates, can have important consequences. It has been shown8 

how, in case 1, a close study of the region 7]-> 00 restricts the 
parameter a of (8.7) to integer values, for the gauge poten­
tials to be finite and free of branch cuts. 

IX. REMARKS 

In Ref. 1 the metric tensor depends, from the very begin­
ning, only on two coordinates. This is not suitable for our 
purpose. The solution of Refs. 10 and 11 depend already on 
three coordinates (t,r,tJ). So we have started with a formal­
ism where all four coordinates can enter into play on an 
equal footing. Then we have shown how to impose different 
types of symmetry restrictions when desired. Thus we have 
generalized the metric tensor in one direction. Then we have 
derived the necessary restriction in another direction im­
posed by the integrability condition of the linear pair. This 
leads us to locally conformally flat metrics given by (2.1) 
and (3.6). Even for conformally flat metrics all choices of 
coordinates cannot be directly implemented in linear pairs. 
We have given the most general formalism possible. Such a 
constraint leaves however a rich structure. It includes, for 
example, all the cases of Sec. VIII. The B's of (8.6) and 
(8.14) played a basic role in the construction of certain 
classes of aperiodic, periodic, and quasiperiodic instan­
tons. 10.11 They were, however, discovered in a groping fash­
ion, the homographic forms being found for the first time in 
this context. Now we have the very satisfactory knowledge 
that they arise from the invariance properties of our Liou­
ville fields. The fruitfulness of varied use of non-Cartesian 
coordinates needs no new demonstration (see references to 
our previous papers). Now we have the geometrical insight 
of the unified basis relating them all. New possibilities have 
been opened up. 
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A graph theoretical method is proposed for the calculation of inner products in the Fock 
spaces of parabose algebras. For this purpose, a new class of polynomials associated with finite 
graphs is introduced. The obtained results can be generalized to the parafermi case. 

I. INTRODUCTION 

There have been suggestions for quantization proce­
dures that lead to particle statistics different from the usual 
Bose and Fermi types. A particular example that has re­
ceived much interest is parastatistics. 1-7 The basic commuta­
tion relations (eRs) of parabose or parafermi operators are 
not bilinear, but trilinear. The algebras are classified by a 
number peN, the parabose or parafermi order. Green has 
given a convenient decomposition of parabose and parafermi 
operators into components that obey bilinear eRs (cf. Ref. 1 
and the subsequent section). 

The unusual trilinear eRs are sometimes inconvenient 
in practical calculations. For the calculation of inner prod­
ucts in the Fock space, one could use the relation between 
the creation and annihilation operators 

aka/ a;; = a;; a/ ak + a;; aka/ 

(1.1 ) 

to move the annihilation operators to the right until they act 
upon the vacuum vector. This method works, but the formu­
las soon become untractable. Another relation was derived 
in Ref. 7, Eq. (7.26), where the calculation of inner products 
was reduced to a study of certain representations of the per­
mutation group. But this result does not provide explicit for­
mulas either. 

In this paper we describe a very simple graph theoretical 
algorithm for the calculation of inner products. In a first 
step, one has to determine certain polynomialsgu by a graph 
theoretical method. The result is then given by 

( 1.2) 

where lIi I" . in» is an n-particle state in which the modes 
i l ' .. in are occupied, p is the parabose order, and Sn is the 
symmetric group. 

The outline is as follows. In Sec. II, we review some 
basic properties of parabose algebras and fix our notation. 
Furthermore, we describe a tensor space representation for 
the creation operators of the Green's decomposition. In Sec. 
III we introduce a class of polynomials that are related to the 
subgraphs of an arbitrary finite graph. These subgraph poly­
nomials have some interesting properties. Section IV gives 
an application of these polynomials to the calculation of cer­
tain coefficients that appear in the tensor space representa­
tions. Then, we describe our method for the calculation of 

aJ Work supported by Studienstiftung des deutschen Volkes. 

inner products in the Fock space. Here the subgraph polyno­
mials enter again. Finally, we add a few remarks concerning 
the parafermi case. 

II. PARABOSE ALGEBRAS, THE GREEN'S 
DECOMPOSITION, AND A TENSOR SPACE 
REPRESENTATION 

In this section, we fix our notation and give a short re­
view of some properties of parabose algebras. Furthermore, 
we describe the Green's decomposition and the commuta­
tion relations of the Green's components. For simplicity, we 
consider systems with a finite number of degrees of freedom. 
Our considerations apply equally well to the case of para­
fermi algebras. Since the changes are mainly signs that have 
to be removed from the formulas, we concentrate on the 
parabose case and mention the necessary changes in Sec. IV. 

Let (a/,a j ) j = I ..... R be a set of parabose creation and 
annihilation operators satisfying the following trilinear com­
mutation relations: 1.5 

(2.1) 

(2.2) 

(2.3 ) 

Denote the algebra that is spanned by the operators a/and 
aj by U. Here, U acts on a Fock space lJu with vacuum U1» 
that is annihilated by the a j • The Fock space is spanned by 
vectors of the form 

i:{l, ... ,n}-{l, ... ,R }. (2.4) 

If peN, the inner product «'lI' » is positive definite. 5 

A convenient representation for U is given by the 
Green's decomposition 1.5 

(2.5) 

where the Green's components obey the anomalous eRs 

{aja,ajp } = 0, {aja,ajp } = 0, for a=l=/l. (2.6) 

If we define 
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{ I, if A = B, {I, 
EAB: = _ 1, if A #B, 8AB : = 0, 

the eRs of the Green's components read 

O;a Ojf3 = Ea(30jf30;a, 

O;aOjt = EapOjt O;a + 8;ajfJ I. 

if A =B, 

if A #B, 
(2.7) 

(2.8) 

Let ~ be the algebra that is spanned by the o;t and O;a' ~ acts 
on Ii Fock space iJ)!l with vacuum 10) ). Here iJ)!l is spanned 
by the vectors 

1;0:»· - Ha
, i a"». - 0+ "'0+ 10» (2.9) • - 1 , ••• , n • - i,a. ina" • 

Obviously, uc~ and iJu CiJ)!l· 
Finally, we define the subalgebras U+ CU and ~+ C~ 

that are spanned by the creation operators {o/ } and {o;; }, 
respectively. 

Now, we give explicit representations for the subalge­
bras U + and ~ + on a tensor space. Let Tbe an R -dimension­
al C-vector space with basis (e/) ie{l, ... ,R} , and 

p 

TP: = ED T 
;=1 

the vector space with basis (e;a) ie{l, ... ,R}, ae{I, ... ,p}· 

Furthermore, define the tensor spaces 
n n 

T(R): = ED ® T, T(pR): = ED ® TP 
nEN;=1 neN;=1 

with basis 

o 
10): = IE ® T: = C, 

;=1 

o 
10): = IE ® TP: = C, 

;= I 

(2.10) 

(2.11 ) 

(2.12 ) 

respectively. For these tensor spaces, we assume the canoni­
cal inner product 

(ilj): = 8ij and~iaIjPj: = 8;ajp. (2.13) 

We define a representation of ~+ on T-PR) as in Ref. 6 by 

0;;101: = J.l1, (2.14) 

a;;Iif'" ·/"t = ± ( IT Eap,) 
h=O 1= I 

X Ijf'·· 'j:- iaj:~+I'" 'j:"). 

It is a straightforward calculation to check the eRs 

(2.15 ) 

A general formula for tensors of this kind is given by 

0+ .. '0+ To\" = ~ v(CTa)Tiaou--(, ,.a. 'nanl.lIA~ £..t ,~ '..l..!. 
UES" 

(2.16) 

where 

(2.17) 

Here, Sn is the permutation group of the set {1, ... ,n}, 
v(u,a) is a sign ± 1, v(l,a) = 1, and if a' is a permutation 
that differs from u by a transposition of the k th and 
(k + I)th element, then 
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v(a',a) = Eak"k+,v(u,a), (2.18) 

that is, the exchange of neighboring indices i andj with a #{J 
generates a minus sign. 

We obtain a representation ofU+ on T(pR) if we sum 
over the parabose index. For I"'JET(PR) , define 

p 

o/I~: = L 0/;1'1'.1"· (2.19) 
a=1 

We note that we do not have a representation for the ala on 
T(pR) • If we define b;a to be the adjoint operator of 0:; with 
respect to the inner product ~. I), the 0;; and b;a' in gen­
eral, do not satisfy the relation 

b;aOjt = Ea(30jt b;a + 8;ajp' 

We define a projection 
II 

n·T(pR) ..... T(R) Iia, ••• ,oCtn"{l---+li '''i ) 
• '1 n-l 1 n' 

(2.20) 

(2.21 ) 

such that n "forgets" parabose indices, and a map 
tp 

m:~, ..... T(pR) 0+ '''a+ 10»~+ '''0.+ TO\. (2.22) 
T ll~ ",a. 'na" ',a, 'nan~ '..( 

Since iJlI CiJ)!l' we may regard tp as a map tp: iJlI ..... T(pR), 

too. 1ft is the injection ofiJlI into iJ)!l' we may summarize the 
spaces and maps in the following diagram: 

n·»} {I.»} {['J} {I')}· (2.23) 

It is obvious that Wick's theorem can be generalized to the 
case of the Green's decomposition of para bose operators. If 
it is assumed that a certain set of operators has only C-num­
ber commutators and every operator A may be decomposed 
in a creation part A (+) and an annihilation part A (-), then a 
normal product : ... : may be defined such that the" + " com­
ponents stand to the left of the" - " components. For Bose 
operators there is no sign rule, and for Fermi operators an 
additional minus sign has to be introduced for every ex­
change of two Fermi operators. In the parabose case, the sign 
rule is slightly more complicated since here an additional 
minus sign is needed only if two operators with different 
parabose indices are exchanged. We conclude that the vacu­
um expectation value of an odd number of such operators 
vanishes and that for an even number of operators the fol­
lowing formula is valid: 

«OM la, •• 'A 2naz"I0» 

= ~ 1] .. A. A. . "A. A· , 
pa~gS lJa I"ai • JI , }' ~najn 

where 

and 

A;Aj = «OU;AjIO», 1]ija = v(u,a), 
L-J 

~n) . 
In 

2n - I 

(2.24) 

(2.25) 

The only nonvanishing contraction of the a;a and 0;; is 

O;aOjt = «Olo;aojtIO» = «i«JjP» = 8;ajf3. (2.26) 
L-J 

The maps t, tp, and n are linear, but tp and n are, in 
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general, not isometries. We want to find out the metrical 
relations between the various spaces. For this purpose, we 
now develop the tools for the calculation of the map n 0lp0t. 

III. SUBGRAPH POLYNOMIALS 

This section is a short excursion into the realm of graph 
theory. It will provide us with a class of polynomials that 
arises if the properties of the maps t, lp, and n in (2.23) are 
studied. But these polynomials are perhaps also interesting 
from a graph theoretical point 'of view. 

We assign to each graph G a polynomial 
fG(p,q)eK [p,q] , where K is an arbitrary field. To be defi­
nite, we will work with K = C. Here,jG (p,q) will be called a 
subgraph polynomial. 

An undirected graph G = (V(G), E(G» is given by a 
finite set V( G) of vertices and a set E( G) 
C ({a,b} la,be V( G) } of edges. 8 

We define #G: = #E( G) to be the number of edges of G 
and ~G to be the number of components of G, where a vertex 
ae V( G) that is not an element of any edge of G is counted as 
a single component. 

A graph H is called a subgraph of G if V(H) = V( G) 
and E(H) CE(G). We write H<.G. Any graph G has 211G 

subgraphs. 
We define 

fG(p,q): = LP~HtH. (3.1 ) 
H<G 

Example: The subgraph polynomial of the graph de­
fined in Fig. 1 is 

fG(p,q) =p4+4qp3 + (~+6q2)p2+ (q4+3~)p, (3.2) 

as the interested reader may check by drawing all f,ubgraphs 
and applying definition (3.1). 

Now we state some properties of subgraph polynomials 
that simplify their calculation. 

A. Factorization property 

A graph G splits into G1 and G2, G = G1l:)G2, if 

V(G) = V(G1)l:)V(G2), E(G) =E(G1)l:)E(G2), 
(3.3 ) 

where "l:)" denotes the disjoint union. Then 

(3.4) 

Since 

L f(H) = L f(H1l:)H2), (3.5) 
H<G,CJG, H,<G, 

H 2 <.G2 

we obtain 

3IZ' G := 1 2 

FIG. 1. A connected and one-edge reducible graph. 
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fG,CJG, (p,q) = L p~H, + ~H,tH, +IIH, 
H,<G, 

= fG, (p,q) '/G, (p,q). (3.6) 

B. One-edge reducible graphs 

A graph G is called one-edge reducible, if the number of 
components increases (by one) if an edge k = {a,b }eE( G), 
say, is removed from G. If keE( G) and 
G' = (V(G),E(G)\ {k}), we write G = G' EB k and say that 
Gis k reducible if G is reduced if k is removed. Then 

#(G'EBk) =#G' + 1, ~(G'EBk) = ~G'-1. (3.7) 

The set of subgraphs H <. G ' EB k is divided into two disjoint 
classes: Those subgraphs that contain k and those that do 
not. Therefore, 

L f(H) = L f(H) + L f(HEBk). (3.8) 
H<G'lBk H<G' H<G' 

If H <. G " k is not an edge of G ' and G ' EB k is k reducible, then 

#(HEBk) =#H+ 1, ~(HEBk) =~H-l. (3.9) 

Therefore 

I' ( ) ~ p~H..IIH+ ~ pHHlBk)..II(HlBk) JG'lBk p,q = ~ 'f ~ 'f 
H<G' H<G' 

=fG' (p,q) + L p~H-ltH+1 
H<G' 

= (1 + q/p)fG' (p,q) 

(if G' EB k is k reducible). (3.10) 

We note that fG (p, - p) = 0 if G is one-edge reducible. 

C. Isomorphic graphs 

Two graphs are called isomorphic (G I:::::: G2) if they dif­
fer only in the numbering of their vertices. Then, 

fG, (p,q) =fG, (p,q). (3.11 ) 

A general strategy for the calculation of subgraph poly­
nomials is to remove all edges k from a graph G for which G 
is k reducible. If the number of these edges is c, this contrib­
utes a factor of (1 + q/p)c. We are then left with a graph 
G' = GIl:) ... l:) G d that splits into d irreducible and connect­
ed graphs Gj • Their subgraph polynomials will be easier to 
calculate compared withfG(p,q). Then, 

fG(p,q) = (1 +!Y lI/G' (p,q). (3.12) 

A graph G may have many isomorphic subgraphs. Then the 
third of the above mentioned properties is helpful. 

We apply (3.12) to the graph G defined in Fig. 1. Here, 
Gis {1,2} reducible. Therefore 

G = G' EB k, G ' = V . = ( V ) l:) (.), (3.13) 

so 

fG(p,q) = (1 +q/p)/V(p,q)/.(p,q). (3.14 ) 

Now 
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f V (p,q) = (p2 + 3qp + rI + 3rj)p, /. (p,q) = p. (3.15) 

Therefore, 

fG(P,q) = (1 + q/p).(p2 + 3qp + rI + 3rj)p'p, (3.16) 

which"is the result (3.2) already mentioned above. 
. Now we describe an application of subgraph polynomi­

als. Let V(G) = {1, ... ,n} and 

Ea{J: = - (q8a{J + 1). (3.17) 

For a:V(G) ..... {l, ... ,p} and a graph G = (V(G),E(G», let 

and 

v(G,a): = IT Eapb 
{a.btei-(G) 

= (- 1)IIG IT (q8apb + 1) 
{a,btei-(G) 

p p 

gG(p,q): = L L v(G,a). 
a.=l a n = 1 

(3.18) 

(3.19) 

(3.20) 

We want to calculategG (p,q). First, we multiply all factors 
(q8afJ + 1) in (3.19) resulting in a sum of211G terms, Bach of 
these terms is related to a subgraph H<.G in the sense that a 
factor q8a{J is represented by an edge in H. So, 

v(G,a) = ( - 1)IIG L qIIH IT 8apb ' 
H<.G {a,bfei-(H) 

(3.21) 

Now the sums in (3.20) may be calculated: 

P P ,Jf,H 
gG (p,q) = ( - 1)IIG L ... L L 'I 

a, = 1 an = 1 H<.G 

(3.22) 

For fixed H the sum over the a's of the term 

IT 8apb 
{a,bfei-(H) 

(3.23) 

gives a factor p~H since those aa that belong to a certain 
component of H are constrained by the Kronecker 8's to the 
same value. Finally, we arrive at 

gG(p,q) = (- 1)IIG L p~HqIIH = (- 1) IIGfG(p,q). (3.24) 
H<.G 

In the sequel, we need a special class of graphs that are relat­
ed to the symmetric group. Let aeSn be a permutation and 

(3.25) 

the set of inversions of u- 1
• Then, with each u, we may asso­

ciate a graph G u with 

For example, if 

(
1 2 3 

U= 2 4 3 

then 

4) _1=(1 
1 ' u 4 

Fu = {(2,1),(3,l),(4,1),(4,3)} 

and G u is the graph from Fig. 1. 

2 3 
3 
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~) , (3.27) 

(3.28) 

IV. APPLICATION OF SUBGRAPH POLYNOMIALS TO 
THE GREEN'S DECOMPOSITION 

Now we return to the tensor space representations. We 
calculltte the map n 0lp0£ if the result is expanded in terms of 
canonical basis vectors in T (R). Then, we use this expansion 
for the calculation of inner products in the Fock space lSu . 

By using (2.16) and (2.19) we obtain 
P P II at·· 'aj~IO) = II L ... L L v(u,a)Iiaou~ 

a, = 1 an = 1 ueSn ( 4.1 ) 

= L gu(p)liou), (4.2) 
ueSn 

where we have defined 

P P 
gu(p): = L ... L v(u,a). (4.3) 

a. = 1 a n = 1 

Note that we may obtain v(u,a) in the following way. We 
start with the sequence a 1 ... a n and move these symbols 
around until we reach the sequence aO"(1) ... au(n)' For each 
exchange of two different indices, we change sign, starting 
with 1, and finally obtain v(u,a). Now the symbol a j stands 
in the u- 1 (i)th position in the final sequence. Two symbols 
a j andaj have to be exchanged, ifi>jand position (i) <po­
sition (j), that is u-1(i) <u- I (j), so (ij)eFu ' This ex­
change results in a factor Ea(i)aU)' So, we get the general 
formula 

Now, we use (3.17), where we set q = - 2, such that 
Ea{J = Ea{J' Then, (3.18) and (3.24) imply 

v(u,a) = v(Gu,a), 

gu(p) =gGq(p) = (- 1)II
G
'1GJp, - 2) (4.5) 

= sgn(u)fGq (p, - 2). 

A simple formulation is due to Kastening:9 Given the per­
mutation u, multiply the terms (28a(i)aU) - 1) where each 
factor stands for an inversion of u- 1

• Then sum over the 
parabose indices to obtain guo 

Now that we know the coefficients of the expansion 
(4.2), we can calculate inner products in the Fock space. 
Applying Wick's theorem, we obtain 

«iV»: = «i1a""in anIj/, ... j/n» 

= «OIa jnan •• 'aj,a, aJ1, .. 'aj:p)O» 

- ~ v(u,/3)a a+ "'a a+ 
- ~" I i.a, jall)i:1O'(l) I inan jaln)Pu(n) 

= L v(u,/3)~iaVfJou~ by (2.13) 
ueSn 

= l':aLa+ .. 'a+ IO~ by (2.16) Y J,fJ, J.fJ.. '-I. 

= (rIlp(ljfJ») (4.6) 

and 
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«i1
a, .. ·i;"'ljf'·· 'j:"» = ° if m=ln. 

By linearity, we obtain for arbitrary I'll) )ElY'B' 

«i1
a, .. 'in anI'll» = ti1

a , •• 'in anltpl'll». 

A short calculation yields for all I'II)ET(PR) , 

(4.7) 

(4.8) 

(4.9) 

The inner product in lYn is calculated in the following way: 

«i!" 'inl'll» = L«iaItI'II» 
a 

a 

= (il"0tp0tI'II» by (4.9), (4.10) 

such that 

«i!"'inlk"jn» = (i!"'inlll0tp0tlk"jn» by (4.10) 

= (i!"'inl L gO" (p)liou) by (4.1) 
oeSn 

(4.11) 

Equation (4.10) shows how the metrical properties of the 
tensor spaces are related. 

Finally, we prove that II 0tp0£ is an injective map on lYu. 
We calculate the kernel of this map. Let I'll) )ElYu with 
ll0tp0tl'll» = 0. For every H!" 'in », we obtain using 
(4.10) 

«il"'inl'll» = (i!"'inl"0tp0tl'll» = (i!"'inIO) =0. 
(4.12) 

Since the Ii! ... in » span lYu and «. I'» is not degenerate, 
we conclude that I'll» = O. Therefore, II 0tp0£ is injective. 

We conclude with a remark concerning the parafermi 
case. If E AB is defined as 

E' (4.13) {
-I if A =B, 

AB: = 1, if A =lB, 

1656 J. Math. Phys., Vol. 31, No.7, July 1990 

in contrast to (2.7), the formulas of Sec. II hold for the 
parafermi case. Then, gO" (p) in (4.5) is changed to 

gO"(p) =iGu(P, - 2), (4.14) 

and the results (4.10), (4.11), and (4.12) still hold. 

V. CONCLUSIONS 

We have derived a graph theoretical method for the cal­
culation of inner products in the Fock space of parabose and 
parafermi algebras. Essential for this method is the introduc­
tion of subgraph polynomials that are associated with per­
mutations. 

We think that there are many additional interesting 
questions. Since the subgraph polynomials are intimately re­
lated to coefficients that arise in the representation of an 
algebra, they should possess a rich structure of algebraic 
properties. Furthermore, they are related to graph theory. 
An interesting question would be whether these polynomials 
fix a graph up to isomorphisms. A generalization of the con­
tents of this paper to an infinite number of degrees of free­
dom (field theory) should be straightforward. 
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The simple harmonic 2-degree of freedom (dof) oscillator with the potential 
V =! [( 1 + r sin Et)it + (1 - r sin Et)tE + 2r cos Etql q2 ] is considered. It is shown that a 
coupling parameter k-rlE determines the behavior ofthe system after a loop 0<:,t<:,21TIE in 
parameter space. Somewhat unexpected mode conversion and phase corrections occur. An 
optical model is outlined. 

I. INTRODUCTION 

Consider the slowly varying 2!-degree of freedom (dof) 
oscillator: 

T=!(pi +p~), V=!(ait +ctE +2bqlq2)' 

a = 1 + r sin(Et), c = 1 - r sin(Et), b = r COS(Et). 
(1.1 ) 

The frequencies of the "frozen" (t = const) systems are con­
stant, 

liJi,2 = 1 ± r, (1.2) 

and the angle, say between the liJ2 mode and the q) axis, is 

ifJ = Et 12 - 1T/4. (1.3 ) 

As the slow time variable s = Et varies between zero and 
21T, the parameters loop around the degeneracy point corre­
sponding to r = O. For small, but fixed r, the following is 
conventional wisdom among those working in the subjects of 
the Berry phase I and Hannay angles:2 as E -+ 0, the actions ~ 
are adiabatic invariants and the angle variables ()j evolve just 
with the dynamical phases ()j = ()j (0) + S~ liJj dt (in other 
words, Berry's one-form vanishes). However, as a result of 
(1.3), after the circuit the phases are in opposition to those of 
the oscillator in which a, b, c are maintained with their origi­
nal values.3,4 

On the other hand, for E fixed and r-+O (approach to 
resonance) the limit system is the isotropic oscillator, with 
constant parameters a = c = 1, b = 0, for which no such op­
position of phase results. The aim of this article is merely to 
indicate that quite different types of behavior may occur de­
pending on a coupling parameter k-rIE. Actually, this 
would be no surprise to experts in linear mode conversion. 5.6 

II. "SCISSORED" EQUATIONS OF MOTION IN ACTION 
ANGLE VARIABLES 

Let a time-dependent canonical transformation be ap­
plied to (PI ,P2 ,ql ,q2 ) space via 

(PI ,P2)' = R(P) 'P2 )', (ql ,q2)' = R(QI ,Q2 )', 

_ (COS ifJ - sin ifJ) R- , 
sin ifJ cos ifJ 

(2.1) 

where ifJ = ifJ ( t) is the angle between the liJ I mode and the q I 
axis. Furthermore, let 

lj = ljl.rm;, ~ = .rm;Qj> 
~ = !(XJ + YJ), ()j = arctan(~/lj). (2.2) 

The Hamiltonian H = T + V for (1.1) becomes 7 

( 
aql aq2) K=liJIII +liJ2I2 - PI -+P2 - , 
at at 

where Pj' qj are functions of ()I' ()2' II' 12, t via (2.1) and 
(2.2). After a long, but straightforward calculation one ob­
tains 

+ sin«()1 + ()2) . 
liJ I - liJ2 ] 

~liJlliJ2 
(2.3) 

Formula (2.3) holds for any time-dependent variations 
of a, b, c [yielding the corresponding functions liJj (t) and 
ifJ (t) ]. In our case Wj == 0 and ifJ == E12, so that 

K = ~ 1 + r II +.Jf=T- 12 +.!.... ~ 1112 
2 

(2.4) 

It is customary in resonance problems to introduce the 
slowly varying combination of phases as one of the dynamic 
variables and we proceed accordingly. Let 

a=()1 -()2' A=()I +()2' 

2J=II -12' 21=11 +12, 

so that 

K =I(~1 +r+.Jf=T-) +J(.JT+1--.Jf=T-) 

_.!....~ 12 _ J2 (.JT+1- + .Jf=T-) sin(a) 
2 (1_r 2 )114 
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+ ~~I2 _ J2 (/f+r - ..[l=r) Sin(A). (2.5) 
2 (1_r 2)114 

For r<to 1, E<to 1, the "scissored" Hamiltonian Ksc ob­
tained by dropping the last term in (2.5) gives a good ap­
proximation to the motion.8 For Ksc ' I is a constant of mo­
tion and one is led to the one-degree-of-freedom system with 
the Hamiltonian 

M(J,a) =J(~1 +r-~I-r) - (E/2)~I2-J2 

X [(~1 + r + ~1 - r)/(1 - r 2)1I4]sin(a). 
(2.6) 

In the next section we show that J(t), a(t) can be ob­
tained in closed form just using elementary functions. Note 
that the approximate dynamics for A is then governed by 

A = (/f+r + ~1 - r) - (E/2) [I I~I2 - J2(t)] 

X [(/f+r + ..[l=r)/(1 - r2) 114] sin a(t). 

Now, since 01 = ~(a + A), O2 = !(A - a), it follows 
that 

O· ~+ E I-J ..[l=r+/f+r . ( ) 
1 e1.\} 1 -r r - - sm a , 

4 ~I2 _J2 (1- r 2)114 

iJ2e1...[l=r-~ I+J ..[l=r+/f+r sin(a). 
4~I2_J2 (1_r 2)114 

(2.7) 

[The true solutions are solutions of (2.7) with an O(rE), 
zero-average, fast periodic function added. 9 

] 

j = ±~ /f+r+..[l=r ~I2-J2 
2 (1_r 2)114 

In analogy with the Hannay angles,2 we define 

AO' E ..[l=r + /f+r l21TIE 1- J . ()d 
l.l 1 = - - sm a t t, 

4 (1_r 2)114 0 ~I2_J2 

AO' E ~1 - r + /f+r l21TIE 1+ J . ()d 
l.l 2 = - - sm a t t. 

4 (1_r 2)114 0 ~I2_J2 

Using the energy parameter M in (2.6) we obtain 

f:.0
1 

= J.- r21TIE M - J(t) (/f+r - ..[l=r) dt, 
2 Jo I +J(t) 

(2.8) 

f:.0
2 

= J.- r21TIE M - J(t)(/f+r - ..[l=r) dt. (2.8') 
2 Jo 1- J(t) 

We now show that J(t) can be computed in closed form. 

III. CLOSED FORM SOLUTION OF THE REDUCED 
SYSTEM: PHASE PORTRAIT 

The equations of motion for (2.6) are 

j=~~I2 _J2 /f+r+..[l=r cos a, 
2 (1- r 2)114 

a=~1 +r-~I-r+~ J 
2 ~I2_J2 

X (
/f+r+..[l=r) . sma. 

(1_r 2)114 

From (3.1a) and (2.6) we obtain 

(3.1a) 

(3.1b) 

X 1- 4(1-r
2

)112 1 [M-J(~I+r-..[l=r)p, 
(/f+r + ..[l=r)2~ 12 - J2 

where the ± indicates the sign of cos a in the corresponding region. This expression simplifies to 

or 

j= ±~-(aJ2+bJ+c), 

a = (~1 + r _ ~1 _ r)2 + ~ (/f+r + ..[l=r)2 , 
4 (1- r 2)112 

b= -2M(/f+r-..[l=r), 

C=M2- ~ (/f+r+..[l=r)2 12. 
4 (1_r 2)112 

Equations (3.2) are readily integrated as 

arccos [ 1 - 2«J - J -)/(1 + - J - ))] 

= ± Jat + const, 

(3.2) 

(3.3) 

where J + > J - are the roots of aJ 2 + bJ + c = O. Again, 
we stress that the plus sign is taken for cos a > O. Before 
going further is it perhaps best to sketch the phase portraits 
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, 
of (2.6) in aE( - 00,00), JE( -1,1). The equilibrium 
points for (3.1) are 

C1 : a=11'/2, J= - (klb +k2)I, 

C2: a = 311'/2, J= (k/~l + P)I, 

where 

(3.4) 

k = 2(/f+r - ..[l=r) (1 - r 2) 1/4 _:. + 0 (t.-) . 
~1 + r + ~1 - r E E E 

(3.5) 

These equilibria are centers since in both cases the trace 
of the Jacobian matrix is zero, while the determinant is equal 
to 

(3.6) 
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Although there are no saddles, the points J = ± I, 
a = mr give rise to the separatrices C + , C - , as indicated in 
Fig. 1. Coordinates of points P, Q are given by 

( 
317' k

2 
- 1) 

P= a=T.J=I k2+ 1 ' 

Q = (a = ; ,J = I ~ ~ ~ :) . 
For very large k the islands in Fig. 1 are squeezed to a 

very thin region [Fig. 2(a)], whereas for k-+O the ribbon 
region is squeezed into a polygonal, as indicated in Fig. 2 (b) 
and (c). 

IV. LIMITS k .... O AND k .... 00 

For k = 0 (r-+O, E fixed) we obtain, in the limit, a col­
lection of cells separated by a polygonal line [Fig. 2 ( c) ] . 
Take, for instance, 0 < a < 17'. We obtain 

J(t) = ~I2 - (M IE)2 sin(Et + const), 

sin a (t) = --;::::::;=~~:=:::;-~(=M::;;/::;:E~) ::;;::=======­
~ 12 _ [1 2 - (M IE)2]sin2(Et + const) 

(M<O) (4.1 ) 

for the closed trajectories in the cell. We calculate (2.8'). 
Here 

1 12
"/£ Mdt 

(A01•2 ) =-
2 0 I ± ~I2 - (M IE)2 sin(Et) 

(4.2) 

Changing variables to z = tan (Et 12) we obtain 

Mfoo dz (A01 2 ) = - = 17' 
, EI -00 r±2~1- (Mld)2 + 1 

(4.2') 

by a simple residue calculation. Note that the calculation 
(4.2') is exact since the last term in (2.5) vanishes for r = O. 

Let us now compute A01,2 along the polygonal lines 
(M = 0). The speed along the horizontal segments is infi­
nite, so that we may compute only over the vertical seg-

J 

P = (311/2, k2_1 I ) 

~ 

, /2 3;, /2 2, 

o I ,. 

Q E ( n/2 , l_k2 I ) 

1+k2 

-I 

FIG. 1. Phase portrait of the reduced system (sketch). 
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(8) 

I 

i 

I 
--~ 

(e) 

-r 

0 0 FIG. 2. Limiting phase portraits. (a) 
k- ao, (b) k-O, and (c) k = O. 

ments. The result (AO 1,2) = 17' is valid for all values of M, so 
that it carries over to M = O. 

We now fix r and let E -+ 0 (the adiabatic limit, without 
resonance). In the overwhelmingly dominating ribbon re­
gion, we can safely approximate J - const for trajectories 
sufficiently bounded away from the limiting lines J = ± l. 
One can also approximate a = ~1- r - ~1 - r. Changing 
variables to s = Et we obtain 

1;.8 = _ J.- .ff+r -.J[=r ~ I - J, 
( I)geo- 4 (l_r2)1/4 I+J

o 

X lim 12

" sin ( ( .JI+1- - J[=r) S)dS = O. 
£-0 0 E 

(4.3) 
What happens on the orbits trapped in the infinitesimal­

ly thin islands? It is easy to compute A01 and A02 for the 
equilibrium points (Fig. 1). For instance, by inserting 

C2 :a = 317'/2,J = kI I~ 1 + k 2 into (2.8) we obtain 

A0
1 

=!!... .JI+1- + J[=r [1 - k/~1 + k 2 
]112, 

2 (l - r 2) 1/4 1 + k Ib + k 2 

A0
2 

=!!... .JI+1- + J[=r [1 + k/~1 + k 2 
]112. 

2 (l_r 2)114 l-klb+k2 
(4.4) 

Thus 

lim A01 (C2 ) = 0, lim A02 (C2 ) = 00. (4.5) 
£-0 £-0 

Therefore, the main conclusion of the paper is the fol­
lowing. 

All intermediary values between (4.2') and (4.5) will oc­
cur as the coupling parameter k ranges in (0, 00). Further­
more, the action variables may vary considerably, as depicted 
in Figs. 1 and 2. 

Detailed predictions along more general trajectories 
will not be done here (although it is not a very difficult calcu­
lation). This study would be useful for comparison with real 
experiments. 
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(bJ 

FIG. 3. (a) mechanical analog and (b) optical analog. 

v. AN OPTICAL MODEL 

The following comments are due to Chiao. 10 

System (1.1 )-( 1.3) represents the mechanical system 
consisting of a two-dimensional anisotropic simple harmon­
ic oscillator (2D-SHO), fixed to a "box" on a table that is 
slowly rotated through 180" around the vertical axis. Now, 
the elliptical polarization of light is clearly an analog of the 
mechanical motion of the 2D-SHO; in this optical analog, 
the major axis of the ellipse of polarization is slowly rotated 
around an axis parallel to the direction of propagation (Fig. 
3). 

In the adiabatic limit of infinitesimally small rate of ro­
tation, after a 180" rotation there is a sign change in the am­
plitude of the light (this sign change is a special case of the 
Pancharatnam's phase l

• ). To study the deviation from adia­
baticity, the following experiment could be tried (Fig. 4). 

A Mach-Zehnder interferometer has two stacks of po­
laroid sheets inserted into its two arms. Let these sheets be 
ideal and in order to keep the intensities balanced, let there 
be an equal number of sheets in both arms. To approach the 
adiabatic limit, let the number of sheets be large. In one arm, 
the polarization axis is forced by the sheets to slowly rotate 
through 180°. This is done by arranging the angle between 
adjacent sheets to be small, but of constant sign. In the other 
arm the polarization is forced by the sheets to alternate back 
and forth, so that the net rotation is 0°. This is done by ar­
ranging the angle between adjacent sheets to be the same as 
in the first stalk, but of an alternating sign. The optical path 
lengths through the two stalks are equal by arrangement; the 
output intensities are also equal. 

In the adiabatic limit, there is a sign change between the 
two arms of the interferometer, so that the light would come 
out in the unexpected exit port, as indicated in Fig. 4. How­
ever, if the eccentricity of the polarization ellipse is small 
enough (compared with the number of polaroid sheets), 
then light will come out from both ports. 

In principle, an elaboration of this article could predict 
the rate between the two outcomes. A certain amount of 
statistics may be necessary because of the dependency on 
initial phases. We also remark that it seems worthwhile to 
study the quantum mechanical version of (1.1 )-( 1.3). 

Chiao lO also pointed out that there may be other phys­
ical realizations of (1.1 )-( 1.3), e.g., optical fibers with a 
graded refractive index 12 and microwave waveguides. 

1660 J. Math. Phys., Vol. 31, No.7, July 1990 

1 f output 

~~~-rr+~rr+-~ ; 
no output 

( laser) 

FIG. 4. A gedanken experiment. 
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In an inhomogeneous medium with f.l = K- 1, the linearized gauge field propagator is presented 
in terms of spherical harmonics for the Coulomb gauge. Explicit expressions for the propagator 
are given in the case of the MIT bag for both the Coulomb and Lorentz gauges. Gauge 
invariance is shown explicitly for the one gluon interaction in the MIT bag. This work 
supplements and corrects the earlier work by BickebOller, Goldftam, and Wilets [J. Math. 
Phys.26, 1810 (1985)]. 

I. INTRODUCTION 

The linearized gauge field propagator of quantum chro­
modynamics is identical to the Maxwell Green's function of 
electrodynamics. It is the propagator that is used to calculate 
one gluon exchange matrix elements. In chromodielectric 
soliton models of QCD, 1 the propagator must be calculated 
in an inhomogeneous chromodielectric medium with a di­
electric function K(r) and magnetic susceptibility f.l = 11K, 
in units where c = 1. The MIT bag model is an important 
special case of chromodielectric models. There are many 
other applications of Maxwell propagators in inhomogen­
eous media and we hope that this paper will be useful to 
workers in various fields. 

Construction of the Maxwell propagator in terms of 
vector spherical harmonics has been fraught with difficul­
ties. Even in the case of homogeneous media (K = 1), the 
expansion was not formulated correctly until 1979 when 
Johnson, Howard, and Dudley2 solved the problem. Bicke­
bOller, Goldftam, and Wilets3 (BGW) presented a formula­
tion for the general inhomogeneous K( r). Their work, how­
ever, contains an error in the definition of the transverse 
current. We show here how that error can be simply recti­
fied, so that the propagator can be calculated correctly utiliz­
ing their results. 

The present authors discovered the error by noting that 
for the MIT bag, K = O(R - r), the appropriate boundary 
conditons could not be satisfied for the electric (TM) 
modes. The gluon field in the MIT bag has been studied by 
several authors,4-6 but in Refs. 4 and 5 it is studied only for 
special transitions; no general propagator is given. In Ref. 6 a 
propagator in Feynman gauge is proffered, but we find that 
it does not satisfy the boundary condition rxB = 0 (see the 
Appendix). Here we give the general propagator in a Cou­
lomb gauge and in a Lorentz gauge, and gauge invariance is 
shown explicitly in one gluon interaction. 

The three-vector current can always be decomposed 
into a transverse and a longitudinal component, although 
this is not unique: One can always add to one and subtract 
from the other a term of the form VtfJ, where V2tfJ = O. There 
is yet a different problem here. The complement of the trans­
verse current that is required in medium is not necessarily 

longitudinal. We do not have a separation into transverse 
and longitudinal currents. 

We present below the correct definition of the transverse 
current J tK for a general dielectric K(r) and the transverse 
delta function 8 tK (r ,r') that projects J onto J t. By operating 
on the BGW propagator from the right with 8tK , one can 
construct the proper propagator. Complete results are given 
for the case of a spherically symmetric dielectric function 
and the special case of the MIT bag. 

II. THE COULOMB GAUGE IN MEDIUM 

The medium is assumed to be color neutral so that the 
propagator is diagonal in the color indices. In what follows, 
we will drop reference to color. 

Maxwell's equations, with c = 1 and f.l = K-
J
, are given 

by 

aI'K(r) [al'A y - ayAI'] = Jy. (2.1) 

We work in the Coulomb gauge defined by 

V·KA = O. (2.2) 

The v = 0 component of Eq. (2.1) yields 

- VK-VAo = Jo(r,t). (2.3) 

The time-time component of the Green's function, Goo, de­
fined by 

Ao(r,t) = f d 3
" Goo(r,r')Jo(r',t), 

satisfies the equation 

- VK-VGoo(r,r') = 1S3 (r - r'). 

Note that Goo is instantaneous. 

(2.4 ) 

(2.5) 

Consideration of the v = i components of Eq. (2.1) 
leads to 

Ka~A - V2KA + VX(KAXVlnK) = J -KV atAo=Jt. 
(2.6) 

The transverse current defined by (2.6) can be expressed in 
terms of J using the time-time Green's function: 

J t (r,t) = J(r,t) - K(r)V f d 3
" Goo(r,r')atJo(r',t). 

(2.7) 
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Using current conservation, iJ,Jo + VeJ = 0, and partial in­
tegration, we obtain 

J,(r,t) = J(r,t) - K(r)V J d 3l' (V'Goo(r,r'»eJ(r',t). 

(2.8) 

It is clear that J, is indeed transverse since, using (2.5), we 
find 

VeJ, = VeJ + J d 3l'(V'c53 (r - r'»eJ(r',t) 

= VeJ - VeJ = O. (2.9) 

Note that J - J, is not necessarily longitudinal since 

VX(J - J,) = (VK)XV J d 3l'(V'G OO(r,r'»eJ(r',t) 

(2.10) 

does not vanish indentically for K not a constant. 
We now define the transverse vector delta function 

8, .. (r,r') by 

c5~ (r,r') = c5iic53 (r - r') - K(r)iJ i iJ lG oo(r,r'); (2.11) 

we define the second part of the right-hand side as 

Uii(r,r') = iJ i iJ lGOO(r,r'). 

The homogeneous case K = 1 is of special interest. Since 
G~=I = 1I41Tlr-r'l we find 

(2.12) 

More on this in the next section. 
Note that 8, 1 is a projection operator onto the space of 

transverse vectors. Specifically, for any transverse vector V" 
where VeV, = 0, we have 

J d 3l' c5rl (r,r') V{(r') = V;(r). (2.13) 

For general K, c5~ does not have this property. In particular, 

8, .. '8,1 = 8, .. , 
8'1 '8'K = ~, ... 

(2.14a) 

(2.14b) 

Here and below there are implicit integrations. 
Let us Fourier transform the time dependence of J (r,t) 

and A(r,t) to J(r,w) and A(r,w), and letKbe time-indepen­
dent. The Green's function corresponding to Eq. (2.6) satis­
fies 

- [V2 + w2 + vx (V In K) X ] KG .. (r,r') = ~, .. (r,r'), 
(2.15) 

whsre G-G j. Here we indicate explicitly the K-dependence 
ofG ... 

BGW3 erroneously solved Eq. (2.15) with~'1 insteadof 
81K 

[ 2 2 I ] +-+G ' ~ , - V +w +Vx(VnK)X K BGw(r,r)=vtI(r,r). 
(2.16) 

If we operate on Eq. (2.16) on the right by ~, .. and use 
Eq. (2.14b), we find that this 

(2.17) 

satisfies the Green's function equation (2.15), or, alterna­
tively, 
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A = G .. eJ = GBOW ·8, .. eJ. (2.18) 

The interaction between two currents, J 1 and J 2, is 

- J 1eA2 = - J 1eG .. eJ2. (2.19) 

III. CONSTRUCTION OF PROPAGATORS 

The time-independent equation for the scalar Green's 
function G(r,r')=.Goo(r,r') is 

VeK(r)VG(r,r') = - c53 (r - r'). (3.1) 

It can be solved3 to yield 

G(r,r') = Caa, -I-ftm (r < ) Ylm (0< ) 1 
r < ~K(r < ) 

X _1_ n'{m' (r> ) Yr.m' (0) ) 1 
r> ~K(r» 

= Caa,ui:m' (r < ) vim (r> ) Yl'm' (1' < ) Y7:.. (1\ ), 
(3.2) 

where j,n satisfy the equations 

{( _!£..+IU+l»)c5 ,c5 ' dr r II mm 

+ WLM(r) <lmIYLMI1'm'>} 

{
ft'm' (r)} 

X =0. 
ni:m' (r) 

(3.3) 

The repeated index summation convention is employed 
throughout unless otherwise noted. The set {a} of solutions 
that are regular at the origin is given by {Jim} and the set 
{a'} that is regular at infinity by {ni:m' }. If K(r) goes asymp­
totically to a constant greater than zero, the corresponding 
boundary conditions are 

ftm (r) -1+ lc5im' for r-O, 

a'() l£a' fi nl'm' r - I' VI'm" or r- 00. 

The function 

W(r) =l1V In K(r) 12 + !V21n K(r) 

has been expanded in spherical harmonics: 

(3.4a) 

(3.4b) 

(3.5) 

W(r) = WLM(r)YLM(O). (3.6) 

From the continuity equation for G and the discontinuity 
equation for the derivative, the coefficients Caa, satisfy the 
linear algebraic equations 

{Jim (r)ni:m' (r) - ( - 1)m + ml,', _ m' (r)ni~ m (r)} 

XCaa, =0, (3.7a) 

{(!ftm (r») ni-'m' (r) - ( - 1)m + ml,', _ m' (r) 

X (! nf'- m (r»)} Caa, = c5/.I'c5m,m' (3.7b) 

at any radius r. The factors ( - 1) m + m' that were omitted in 
Ref. 3 contribute for nonaxially symmetric K. 

Since we already have available G gow in explicit vector 
harmonic form from Ref. 3, we can construct G ~ from 
(2.17) with U~. After putting (3.2) into the definition of 
U~, we have 
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U~(r,r') = Caa, [ ;;': \ UI~m' (r < )~I',I'+ I,m' (7 <) + ~ UI~m' (r < )~I"I'-I,m' (7 <) r 
[f*+ 1 + ()~* (A) ~ - ()~* (A )]i> /)(r- r') 1 X -21 1 VI,m r> 1,1+I,m r> + -21 1 VI,m r> I,I-I,m r> + _2 + + ..jK(r)K(r') r 

X [~ 1 + 1 ~ _ ~ 1 ~ ] i[~ 1 + 1 ~* _ ~ 1 ~* ]j 21 + 1 1,1+ I,m 21 + 1 I,I-I,m 21 + 1 1,1+ I,m 21 + 1 I,I-I,m' (3,8) 

where we define 

(U) _ ( 1 + 1 d) (u) 
V I,m= -r-+ dr v I,m' (3.9) 

We now have 

GK = GBGW - GBGW ·KUK • (3.10) 

For the case K = 1 everywhere, we have 

IV. TENSOR PROPAGATOR FOR SPHERICAL K 

In the spherically symmetric K case, K( r) = K( r), we can first construct transverse G ~GW = KG ~GW according to Ref. 3. 
For r< r', we have 

G~GW (r,r',m) =.l jMj(r,m)~~m (O).l aMj(r',m)~;~ (0') + (-IVX.l jEj(r,m)~jjm (O))i 
r r' r 

+(-IVX+Z~(r,m)~jjm(O)i( -IVX ':c/+I) ~;m(O')r 

-' ( )~i (0) (' )~*" (0') + < ( )~i (0) - ~j(2j + 1) U)J* (£v)r =JjI r,m jim ajl' r,m jl'm ZjI r,m jim v j,j + I,m U , r'U+ 2 ) 
( 4.1a) 

and for r>r' 

G~GW (r,r',m) =! nMj(r,m)~~m (O).l bMj(r',m)~;~ (0') +( - IVX! nE/r,m)~jjm (O)i( - IV'X.l bK(r',m)~~ (0'))'" 
r r' r r'1 om 

+ (-IVX.lzkj(r,m)~jjm (O)n -IVXr'j~;m (0'))' 
r 

=njl (r,m )~;Im (O)bjl , (r',m)~r:" (0') + zJi (r,m )~;Im (O)~ (j + 1 )(2j + 1) r'j- I~tj- I,m (0')", (4.1b) 

where the various (j,n,z) functions, generically I MI, lEI' are 
obtained from the following differential equations: 

LI{jMI } = 0, L2{jEI} = 0; 
nMI nEI 

1 {r- I 

Llzki< = 0, L2zk/< = 21 + 1 r1 + I; 

the operators are defined by 

Lo= _ m2 + 1(1 + 1) _ ~ 
r dr' 

LI=Lo+ (lnK)'!!.+ (InK)", 
dr 

L2=Lo + (In K)'!!.; 
dr 

(4.2) 

(4.3) 

for any transverse function, the relation between {!jIm} and 
{IMlm,JElm} is7 
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I 

( 
• ) 112 ( d .) 1 

!j,i+ I,m (r,m) = 2j ~ 1 dr - ~ -;: IEjm (r,m), 

1 
fum (r,m) = - IMjm (r,m), 

r 

( 
j + 1 ) 112( d j + 1 ) 1 

!j,j-I,m (r,m) = 2j + 1 dr + -r- ;IEjm (r,m). 

(4.4) 
For the spherically symmetric K considered here, the electric 
(TM) modes do not couple to the magnetic (TE) modes. 
Because of the continuity condition for G~GW (r,r,O,O') 
and the discontinuity of derivative implied by (2.16), it fol­
lows that a(r),b(r) for any r satisfy the equations 
jMIQMI' - nMlbMl , = 0, (4.Sa) 

. b < 1 > _1' + I 0 (4 Sb) JElaEl' - nEI EI' + ZEI 7 - ZEI r =, . 

(:/MI) aMI' - (:r nMI) bMI , = /)11" (4.Sc) 
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(
d »_1'+1 0 

- dr ZEI r =. (4.5d) 

aEI = 
W(nEI'ZEI)/r - W(nEI,Z~I)r+ I 

W(jEI,nEI) 

(4.6) 

We can solve as a function of r for 

nMI 
aMI = - , 

W(jMI,nMI) 

jMI 
bMI = - , 

W(jMI,nMI) 

here we define the Wronskian W(J,g)=.fg'-f'g. From 
(4.2), it can be shown that all the W(j,n) are proportional 
to K(r). 

From (3.8) we can construct 8'K for spherically sym­
metricK(r): 

£i" ( ') 8(r- 1") {UJIi (1"\)U)d* (1"\') ( ~ (7),i (1"\) f'Er.. (7),i (1"\») 
U'K r,r = r J lIm U J lIm U + \J 21 + 1 J I.I+ I,m .u + \J 21 + 1 J I,I-I.m .u 

x (~ 21 ~ 1 ~~.T+ I.m (0') + ~ ;/:" ~f.T-I.m (O'»)} - 2~~\ [v'7+T u/ (r < )~t/+ I.m (0 < ) 

+ /f UI- (r < )~:'1-I.m (0< )] [v'7+TV/ (r > )~i.:~ I.m (0) ) + /fVI- (r > )~i.:~ I.m (0) )] , (4.7) 

the relations betweenj,u and n,v are defined in (3.2). Here all the magnetic and electric modes have no m,m' and 1,1' coupling 
and there is no a coupling. 

With (4.7) and ( 4.1), we can integrate (2.17) and obtain transverse G~· = KG ~' in explicit vector harmonic form. In the 
following, the various functions.fjI (f = j,n,z,a,b) are related to the correspondingfEI or fMI according to (4.4). For r < I" 

G~·(r,r',w) = jjj(r,w)~~m (O)ajj(r',w)~;~ (0') 

+JYj:(r,r',W)~;Im(O) (~ 2j~ 1 ~tj"+I.m(O') + ~ ;j:\ ~j~j"_I.m(O'») 

+JY{(r,r',W)~;Im(O) [~ ;j:" v/(r')~t;'+I,m(O') +~ 2j~ 1 Vj-(r')~tj·_I,m(O')] 

+JY1(r,r',W)~;Im(0) [~ ;j:" u/(r')~tj"+I,m(O')+~ 2j~1 Uj-(r')~tj"_I.m(O,)].(4.8) 
Here JYI,JY2,JY3 are given 

JYj:(r'r"W)=jJ'I(r)(~ j aJ'J'+I(r,)+~j+l ajj _ d r'»)-Zj/(r)-4-2 , (4.9a) 
2j + 1 ' 2j + 1 ' 1"1+ 

JY{ (r,r',w) = - nj/(r) f ar2 [~ ;j:" bj,j+ I (r2)u/ (r2) + ~ 2j ~ 1 bj,j_1 (r2)uj- (r2) ] 

-jjI(r) L' ar2[~;j:" aj,j+dr2)u/(r2)+~ 2j~1 ajJ_dr2)Uj-(r2)] 

- zli (r) (' ar2~j(j + 1) r~-Iuj- (r2) + Zj/ (r) ( ar2~j(j + 1) _1_ u/ (r2), Jo J r~+2 
(4.9b) 

JY1I (r,r',w) = - jj/(r) roo ar2 [~ j.+ 1 ajj + I (r2)v/ (r2) + ~ . j ajj _ I (r2)vj- (r2)] Jr q+l q+l 

+z.«r) 100 

dr ~j(j+ 1) v+(r)' (4.9c) JI 2 j+ 2 J 2, 
r r 2 

here 1= j ± 1 and ar2 = dr2 ~K(r2)' We have not been able to simplify the electric modes (JY) further, but the magnetic 
modes of G ~. (r ,r' ,w ), the first term on the rhs of ( 4. 8 ), using (4.6), can be written as 

_jMj(r,w) ~~'m (0) nMj(r',w) ~~i' (0'). 
K(r) g K(r') gm 

Similarly we can obtain G ~. (r ,r' ,w) for r> 1", and it is symmetric in r and r'. 
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v. THE PROPAGATOR IN MIT BAG IN COULOMB AND LORENTZ GAUGES 

The usual MIT bag model boundary conditions can be obtained from the statement 

{
I, r<R 

K(r) = 
K v , r>R 

(5.1 ) 

in the limit Kv ...... 0. This gives D = 0 (except for 1 = 0) and H = 0 for r> R. From the usual boundary conditions that Ell' D1 , 

H II , and B1 are continuous, this implies ... E = 0 and rxB = 0 as r-+R inside the bag. 
First we solve the gluon propagator in Coulomb gauge with the method given above. It is not difficult to solve the scalar 

Green's function equation (3.1). Here we are interested only in r,r' <R, and we neglect the terms of higher order in Kv (Ref. 
8): 

, 1< [1 1 + 1 I> ] * 1 [1 1 - Kv ] 
GMIT(r,r,cu) = I~I 2/+ 1 1>+1 +-1- R 21 + 1 Ylm(O< )Ylm(O» + 417" ;:-+~ . 

Although the last term is infinite, it is independent of rand r' and does not contribute to the transverse delta function. 
From definitions (3.9), we have 

(1)+=0, (1)-=(2/+1)1- 1
, 

( r - (/ + I) ) + = 21 + 1, (r - (/ + I) ) - = O. 
1+2 

After putting these into (3.8), the transverse 8 function is given by 

8::~IT(r,r') = 8(r-; r') {~~Im (O)~fl: (0') + (~ 21: 1 ~:'I+ I,m (0) + ~ ;/: \ ~~,I-I,m (0») 

( ~ ~,.* (0') rEI. ~,.* (O'»)} X -V 2/+ 1 1,1+ I,m + -V 2/+ 1 I,I-I,m 

~1_I~i< [.../1(11) 1 ~* (0) (1+/)1>-I~* (O)]i> 
- If-I < 1,1- I,m + 1>+2 1,1 + I,m > + R 21 + I 1,1- I,m > 

(5.2) 

(5.3) 

(5.4) 

We see that the transverse 8 function for the MIT bag is different from that for free space only in the electric mode. Note 
that ~t'MIT is quite simple, so we solve (2.15) directly instead of using (2.17). The Green's function for the MIT bag is then 

G~IT(r,r',(i) = -cu (j1(X< )~llm(O< )]i<[nMI(x> )~~m(O> )f> 
+ cu [VXiI(X< )~llm (0< )]i< [VXnEI(X> )~~m (0) ) f> 

(5.5) 

We define x' = cur', x = cur, X = cuR;jl,nl are spherical Bessel functions; nEI,(xnMI)' vanish at r = R to satisfy boundary 
conditions BII = 0 (see the Appendix) and E1 = 0 at r = R, respectively. Thus 

nMI(x) = nl(x) - CMljl(X), 

nEI(x) = nl(x) - CEdi (x), 

with 

CMI = (Xnl(X»'/(AJI(X»', CEI = nl (X)/jl (X). 

Using relation (4.4), G can be written in the more explicit form 

G~IT(r,r',cu) = -cu[jl(x< )~llm(O< )f<[nMI(x> )~~m(O> )f> 

- cu [ ') jll' (x< )~Il'm (0< )]i< [ L (nil' (x> ) - CEljll' (x> »~~'m (0) )]i> 
1':t±1 I'=I±I 

where we define 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

(j) - rEI. (j) 
n 1,1- I = -V 21 + 1 -;; 1- I ' 

To see the gauge invariance explicitly, we now solve the 
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linearized gluon propagator for the MIT bag in the Lorentz 
gauge. In the Lorentz gauge, the gluon field A JL satisfies the 
wave equation 

-(V2 +oi)AJL=jJL (5.10) 

inside the bag. It also has to satisfy the gauge condition 
aJLA JL = 0 in the bag, and the boundary conditions El 
= O,B II = 0 at r = R. This gives four conditions, becaue the 

last equation has two components. 
We construct A JL = A 'f + A 1ft to satisfy all require­

ments. The inhomogeneous part A 'f can be chosen to be a 
particular free space solution. We choose the free space 
Feynman gauge propagator to construct our inhomogen­
eous part A 'f = A ';. It has the local property G ,;" (r,t;r' ,t ') 
=g~GF(r-r',t-t'). After Fourier transformation to 

time, it can be written 

G ,;" (w,r,r') 

= -g~w ~jl(Wr<)nl(wr»Ylm(O)Ylm(O')*' 

(5.11) 

GC:(w,r,r') 

= -w Ijl(wr<)nl(wr»Ylm (O)Ylm (0')*, 
1m 

= -W) jl'(wr<)nl'(wr»~ll'm(O)~ll'm(O')*. 
It':.. 

(5.12) 

We can see that A ';(r,t) 
= S d 3! dt'G';,,(r - r',t- t I)j"(r',t') satisfies the wave 

equation (5.10). The gauge condition, 

aJLA ';(r,t) 

= I d3!dt'GF(r-r',t-t')aJL1JL(r,t') =0, 

is satisfied because of the local property of the propagator 
and current conservation. 

The homogeneous part A 1ft satisfies the homogeneous 
equation 

(5.13) 

The most general solution to (5.13) can be written as 

A 1ft (r,w) 

= ~ (b UI (wr) Ylm (O),i ~ bll'jl' (wr)~ ll'm (0») , 
(5.14) 

where all (b~,bll') are constants. We also write the current 
in spherical harmonics 

j JL(r,w) = ~ (c~(wr) Ylm (O),i f.: Cll' (wr) ~ ll'm (0») . 
(5.15) 

Current conservation requires 

WCI (wr) + --- - + -- cl/+ 1 (wr) ° /*+1 (d 1+2) 
21 + 1 dr r ' 
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+ --- - - + -- CI,I_ 1 (wr) = 0 
·21 + 1 dr r ~( d 1-1) 

(5.16a) 

inside the bag, and 

~ 1+1 Cll+ dwR) - ~ I Cll dwR) = 0 
2/+1' 21+1 ,-

(5.16b) 

on the boundary. With (5.12) and (5.15), we have A'; on 
the boundary 

A ';(R,w) 

= ~ (s~nl (wR) Ylm (O),i f.: Sll'nl' (wR)~ll'm (0») , 
(5.17) 

where constants s's are defined as 

S~= - w foR r dr jl(wr)c~(wr), 

Sll' = - W foR r dr jl' (wr)Cll' (wr). (5.18 ) 

After angular decomposition, we obtain four sets of al­
gebraic equations for the (b~,bll')' by putting (5.14) and 
(5.18) into the equations for the four conditions. For the 
gauge condition, we have 

1+ 2/+1 1,/+1+ 21+1 1,/-1 . b O ~ 1+ 1 b ~ I b =0 

(5.19a) 
For the boundary condition of the E field, 

~ ;1:" (nl+ 1 (WR)SI,I+ 1 + jl+ 1 (wR)bl,l+ I) 

- ~ 21 ~ 1 (n l _ dwR)SI,I_1 + jl- dwR)bl,I_I) 

- (nl(wR)'s~ + jl(wR)'b~ = O. (5.19b) 

For B field boundary conditions, we have two equations 

~ 2/~ 1 (nl(wR)SI.I+1 +jl(wR)bl,I+I) 

- ~ ;1:" (nl(wR)sl,I_1 + jl(wR)bl,I_I) = 0, 

(5.19c) 

[Rnl(wR)]'sl,1 + [Rjl(wR)],bl,1 =0. (5.19d) 

We see that the algebraic equations are decoupled in 1 
and the magnetic mode coefficients bu decouple from elec­
tric mode coefficients (b~,bl± I)' From the current conser­
vation relations (5.16), the first three sets of equations for 
the three sets of electric modes coefficients can be proved to 
be only two sets of irreducible equations. Thus, there are 
infinite sets of solutions in the Lorentz gauge. In Ref. 4, 
DeGrand and Jaffe state that the solution for A given in their 
(B.4,B.6) is unique because it satisfies the boundary condi­
tion (B.2). In fact, in the Lorentz gauge, this is not sufficient 
to fix the gauge. Here we fix the gauge by the special choice 
b ~ = O. This determines all the bu., and we obtain A JL. With 
G JL" = t5A JL/t5j", we have the linearized gluon propagator in 
the Lorentz gauge 
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Gg (w,r,r') = - w ~jl (wr< )nl (wr» Yim (0 <) Yim ({}» * 

G(w,r,r') = - w 2)1' (wr< )n/, (wr» ~/I'm (0 <)~ /I'm (0))* + WCMJI (wr)~lIm (OM (wr)~l/m (0')* 
I' 

c ( rI.. ~ rEI· ~ )< (. rI.. ~ rEI· ~ »* + w 'EI V 21 + 111 + 1 1,1 + 1 - V 21 + 111 - 1 1,1- 1 X V 21 + 1 1/ + 1 1,1 + 1 - V 21 + 111 - 1 1,1- 1 

here the C MI'C EI are the same as in the Coulomb gauge. The 
sum over 1 and m is implicit. We can see that the magnetic 
mode of the propagator in the Lorentz gauge is exactly the 
same as in the Coulomb gauge. 

VI. GAUGE INVARIANCE 

We begin this section with a review9 of gauge invariance, 
but for an inhomogeneous static dielectric medium 
(K = 1'-1). The inhomogeneous Maxwell's equations are 

a I<K(r )FI<V = Jv' 

and the homogeneous equations are 

€ I<Vpu al<F pu = 0, 

where 

Fl<v = (= a!: ; ~~. ~~.) . 
-Ez -By Bx 0 

( 6.1a) 

(6.1b) 

(6.2a) 

Introduction of the four-vector potential A I< = (Ao,A), with 

B=VXA, E= -VAo-a,A, (6.2b) 

guarantees the satisfaction of the homogeneous equations. 
The A I< must then satisfy [cf. Eq. (2.1)] 

a I<K(r) [al<Av - avAI<] = Jv' (2.1) 

The A I< are not unique. Note that Fl<v remains invariant 
under the transformation 

A ..... A'=A-VX· (6.3) 

Restrictions on the A I< determine a choice of gauge. The 
Coulomb gauge condition is 

V"KAc =0. 

The Lorentz gauge condition is 

VOKAL + K a,AOL = o. 

(6.4) 

(6.5) 

Different potentials obtained from the same current are 
connected by a gauge transformation. We now display the 
gauge transformation that relates the Coulomb and Lorentz 
gauges. LetA t be any Lorentz gauge potential. Then choose 
X CL to satisfy 

VOKVXCL = Ka,AoL ' 

The transformed potential 

A Oc = AOL + a,XCL' 

(6.6) 

Ac = AL - VXCL' (6.7) 

clearly satisfies the Coulomb gauge condition. We see that if 
a,AOL = 0, XCL can be chosen zero. When XCL is zero, the 
two gauges have the same A I< field. Note that Ao is the longi-
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(5.20) 

\udinal electric part, so Ao = 0 in the magnetic (TE) mode. 
That is why for static current, or for the magnetic (TE) 
mode, the two gauges can have the same A I< field and propa­
gator as we discussed in Sec. V. 

Second, we discuss uniqueness. First consider free 
space. In the Coulomb gauge, if two solutions A I<,A '1< satisfy 
the wave equation, the gauge transformation function Xc 
between them must satisfy V2X C = O. The only solution that 
is regular everywhere is a constant. So the solution for the 
Coulomb gauge in free space is unique up to a constant. In 
Sec. V, we found that the solution in the MIT bag is also 
unique up to a constant. In the Lorentz gauge (Fourier 
transformed in time), the gauge transformation function 
satisfies (w2 + V2) X L = O. If w is not zero there will be an 
infinity of nontrivial regular solutions, e.g., jl (wr) Ylm . In 
Sec. V, we displayed this for the MIT bag. 

Now, let us look into the Feynman gauge 
(G I<V = g I<vG), which is one of the Lorentz gauges, It was 
proffered in Ref. 6 for the MIT bag. In free space, we have 
exhibited that the Feynman solution (5.11) automatically 
satisfies the Lorentz gauge condition. But in the dielectric 
medium, this is not possible. As a special example, consider 
the MIT bag. If the propagator is written in the Feynman 
form,6 

G ~lT = g I<V [ GF + ~ CJI (wr)jl (wr) Ylm (0) YTm (0') ] , 

(6.8) 
there is only one parameter for each 1 mode. It is impossible 
to satisfy the four conditions that give three irreducible alge­
braic equations for each 1 mode as given in Sec. V, and we 
find that the solution in Ref. 6 does not satisfy the boundary 
conditionrXB = 0 (see the Appendix). The problem comes 
from forcing the homogeneous part to be of the Feynman 
form: Although the Feynman form 
gl<'jl(wr)jl(wr) Ylm (0) YTm (0') is a solution of the homo­
geneous equation - (w2 + V2) G 'H = 0, it is not the most 
general one; the mode constant CI could depend on I' and v. 

Now let us look at gauge invariance for one gluon inter­
action in the MIT bag, with the propagator given in both 
Coulomb and Lorentz gauges in Sec. V. The magnetic (TE) 
modes in both gauges will surely have the same contribution 
since they have the same propagator. The OGE magnetic 
mode matrix element is given by 

HM = -w f cl/(wr<)jl(wr<)(nl(wr» 

(6.9) 

The contribution of electric (TM) modes will now be proved 
to be the same in both gauges. With the current conservation 
equations (5.16), we have the electric mode Hamiltonian for 
both Coulomb and Lorentz gauges: 
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(6.10) 

All the notations CII' for the current above depend on the initial and final states of the quark, which have been suppressed 
for simplification. Here we calculate the charge and current density for quark states (K,K', p" p,'). In the MIT bag, the quark 
wave function can be written 

( 
uK(r) ) 

t/l=. () qvKI-'(n). 
100rVK r 

The charge density is 

!(r,m) = t/l~I-',t/lKI-' = Clm (mr,KK'p,p,') Ylm (n), 

where 

(6.11 ) 

(6.12) 

(21K + 1 )(2/,... + 1 )(2jK + 1 )(2j,... + 1 )(21 + 1) 

41r 

(
IK 

X 0 

The current density is 

I,... 

o 
I) ( jK j,... 
o - p, p,' 

j(r,m) = t/lL,at/lKI-' = iClI'm (mr,KK'p,P,')qvll'm (n), 

(6.13) 

(6.14 ) 

ClI'm(mr,KK'p,p,') = (-1) 1-'+1+1' 
(21K + 1 )(21 ~ + 1 )(2jK + 1 )(2j,... + 1 )(21 + 1 )(21' + 1) 

X[3( _l)/K +J,(VKu,... + uKv,...) ~ (2J' + 1) (~ 1 ~') (~ I,... ~') 0 0 

r j,... ;}1 ( 1),.+H, .. n( ) 
X{: 

J' n ~ I,... - - - V U,... - U v,... 2 K K 

! 1 

(I' 1 ~) ('~ I ~) G: X 0 0 0 

VII. NUMERICAL IMPLEMENTATION 

We have calculated the one gluon matrix elements for 
the MIT bag in the Coulomb gauge and in a particular Lor­
entz gauge. We also compared our results with the work of 
Wroldsen and Myher,S who work in a Lorentz gauge with­
out solving for the gluon propagator. We found three-way 
agreement for the following QIQ2--QI'q2' elements: 88--88, 

SPI/2--SPI/2' PI/2PI/2--PI/2PI/2' SP3/2-+ SP3/2' P3/2P3/2 

--P3/2P3/2' SPI/2--PI/~' SP3/2--P3/~· 
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I 

I,... ;}] . (6.15 ) 

We also used the Perry's propagator given in Ref. 6 and 
the same charge and current density given in (6.14),(6.15) 
to calculate the matrix elements; we found disagreement ex­
cept for the electric monopole terms. This is consistent with 
our arguments above. 

VIII. CONCLUSION 

In the Coulomb gauge, we have obtained the scalar 
(time-time) and tensor (space-space) gauge field propaga­
tor in a general dielectric medium K(r) (p, = K-

I
), supple-
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menting and correcting the results of Ref. 1. We found that 
there is a subtle error in the transverse current of Ref. 1. A 
general transverse tensor projector is formulated utilizing 
the scalar propagator, which is K(r)-dependent. We recover 
the usual transverse dyadic delta function when K = 1 every­
where. We have found a formula to construct the correct 
tensor propagator from the tensor propagator in Ref. 1 and 
the transverse projector. The general transverse projector is 
calculated explicitly in terms of vector spherical harmonics. 
We also have corrected a sign error in the scalar propagator 
that appears for nonaxially symmetric media. In the case of a 
spherically symmetric medium, explicit expressions for the 
tensor propagator are given. In the MIT bag model, the pro­
pagator is calculated in both Coulomb and Lorentz gauges, 
and gauge invariance is shown explicitly for one gluon inter­
action. 

The gauge field propagator is very useful for obtaining 
OGE matrix elements in various bag models. We also plan to 
use it to obtain the nonlocal self-energy in a chromodielectric 
modef by solving the Schwinger-Dyson equation with the 
(nonlocal) gluon propagator. 
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APPENDIX: BOUNDARY CONDITION FOR THE 
MAGNETIC MODE 

In the magnetic (TE) mode, the vector field is 

ATE (r,w) = - iw Lhr(wr)~II(O), 
rm 

(Al) 

for which ... A = 0 holds everywhere; it automatically satis­
fies the boundary condition of ... Er = R = O. Since it does not 

I 

couple to the electric modes, its boundary condition can be 
considered separately. The remaining constraint for the 
magnetic mode is 

rxBlr=R =0. (A2) 

The transverse part of current which couples to this mode 
can be written as 

(A3) 

which satisfies roj = 0; the C II is defined in (6.15). For either 
formulations of the propagator G;, namely 
-wgJjr(wr< )iir(wr< )Yrm (O)Yr", (0') in Ref. 6 and 
-wjr(wr< )iir(wr< )~llw(O)~~m(O') inEqs. (5.5) and 
(5.20), one has ATE = SG'hE in the form of (Al). (One 
should note that for some special transitions, e.g., ss - SS, 

ss - Pl/2Pl/2"'" only the magnetic mode contributes to A 
since the total current is transverse.) Thehr in (AI) can be 
written as 

hr(wr) = iir(wr) f dr' r'2jr(wr)cll (wr') 

+ jr(wr) i R 

dr' r'2ii r (Wr')Cll (wr'). (A4) 

The boundary condition (A2) can be written 

rX (VXA) = k(r; akA; - r; a;Ak) 

= k(ak (r;A;) - (akr; )A; - r; a;Ad 

= -A-r!...A= -!...(rA); (AS) 
ar ar 

In the third step, ... A = 0 has been used. So in radial form, 
the boundary condition is 

a 
ar (ifrr(wr»lr= R = O. (A6) 

insertinghr from (A4) into (AS) we have 

!... (rhr (wr» =!... [riil (wr)] [ r dr' r'2jr (wr')cll (wr')] + riir (wr)?jr (wr)cu (wr) +!... [1:ir (wr)] 
ar ar Jo ar 

X [ r
R 

dr' r'2iir(Wr')Cll(Wr')] -ryr(wr)rnr(wr)cu(wr) -> [rR dr' r'2jl(wr')c,r(wr')] ~ (Riir(wR». J r-R Jo aR 

This requires 

~ (Riir(wR» = o. 
aR 

(AS) 

Here ii is given by(5.6) for the Coulomb gauge, or by (5.20) 
for our Lorentz gauge. One finds in both cases 

_ (Rnr(wR», . 
nr (wr) = nl (wr) - Jr (wr), (A9) 

(Rjr (wR», 

which does satisfy (AS). However, Perry6 gives 

_ (nr (wR», . 
nr (wr) = nr (wr) - 1r (wr), 

(jr (wR»' 

which gives, for the lhs of (AS), 

1669 

~(Riir(wR»= _ I --'0 
aR R 2j(wR)' r , 

J. Math. Phys., Vol. 31, No. 7,July 1990 

(AIO) 

(All) 

(A7) , 
which does not satisfy the boundary condition. 
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This paper presents a refined asymptotic expansion for the partition function e(t) = Tr etlJ. of 
quantum billiards in the unbounded regions {O<x,O<,y.xl'< 1}, p > 0, and {O<,yelxl < 1} C R2, 
where a is the Dirichlet Laplacian. Simon [Ann. Phys. 146,209 (1983); J. Funct. Anal. 53, 84 
( 1983)] determined the leading divergence of the trace of the heat kernel for the first class of 
systems. Standard techniques are combined for the evaluation of e for bounded region 
billiards with results by Van den Berg [J. Funct. Anal. 71, 279 (1987)] for "hom-shaped 
regions" using an optimized way of dividing the region into "narrow" and "wide" parts to 
determine the first three terms in the asymptotic expansion of e. Results are also stated for 
bounded regions with cusps that can be obtained by the same method. As an application, the 
spectral staircase of the strongly chaotic billiard system defined in the region {0<xy<2,x>0}, 
which has been discussed in connection with the Riemann t function and the search for 
quantum chaos is considered. 

I. INTRODUCTION 

Billiards (i.e., a point particle of mass m sliding freely in 
a region n C R2, but being prevented from leaving the region 
by an infinitely high potential wall) form a large class of 
systems providing examples of all kinds of regular and chao­
tic motion. Ifwe put Ii = 1 and m = !, their quantum Hamil­
tonian is - a (where a = a 21 ax2 + a 21 aT is the Dirichlet 
Laplacian for n), and SchrOdinger's equation reads: 

(a+A)tP(Z) =0. (1) 

[We denote points (x,y)ER2 by z]. This is also Helmholtz's 
equation that describes vibrating membranes. 

If I n I < 00, the spectrum of ( 1 ) is purely discrete; let An 
be the nth eigenvalue of the Schrodinger equation (1), then 
the partition/unction e(t) ofthe billiard is defined as 

e(t):=Tre'lJ.= f e-A"I 
n=l 

(2) 

where Gn (t Iz,z') is Green's function of a - (a lat) (Dir­
ichlet heat kernel). The partition function of quantum bil­
liards (or membranes) has attracted extensive attention be­
cause its behavior for t'",O is intimately connected with the 
geometry of the region considered: 

e(t)_.!Ql_L(afl) +~, t'",O. (3) 
417't 8[iii 6 

The last result holds for simply connected domains with area 
I n I and smooth boundary an of length L (an). Three more 
terms are given in Refs. 1 and 2; corrections for boundaries 
with edges and cusps are discussed in Refs. 3 and 2, respec­
tively. 

Apart from the question ofinferring the billiard geome­
try from Eq. (3) ("Can one hear the shape of a drum?", 
[Refs. 1 and 4], Eq. (3) can be used to obtain an asymptotic 

expression for (N(A», A .... 00, with ( ... ) denoting an aver­
aging process and N(A): = *HniAn <A} ("spectral stair­
case"). 

Under certain assumptions, billiards in unbounded re­
gions also have a purely discrete spectrum (see Refs. 5 and 
6), but even ife(t) < + 00 Vt> 0 (for a criterion see again 
Ref. 5), the expansion (3) has to be modified. 

In Ref. 5 Davies derived bounds on eU) for very gen­
eral domains n eRn; however, they reveal only the first term 
ofthe asymptotic expansion of e U). The next term can be 
obtained by an approximation due to Van den Berg7 in the 
case of "hom-shaped" regions: 

R2::>n hom-shaped: ¢:} n = {- g(x) <,y<!(x)}, 

/ ,g:R .... R + decreasing for x > 0, 

increasing for x < 0 

with lim lex) = lim g(x) = O. 
Ixl- 00 Ixl- 00 

In general, his method is precise up to order O(1lit), 
which suffices for two terms in the examples studied here. 
His approximation for the partition function is [with 
hex): =/(x) +g(x»): 

_1_ fOO dx f exp (_ n2"?-t) 
~417't -00 n=l h2(x) , 

and it can be obtained by replacing the trace in Tr e'lJ. by a 
classical phase space integral after having applied a Born­
Oppenheimer approximation [i.e., having introduced poten­
tials Vn (x): = n2"?-lp(x) given by the eigenvalues of the 
one-dimensional billiard problem for x fixed). 

We shall-in addition to hornshapeness-assume that 
thefunctions/,g are convex on ( - 00,0), (0,00), and deter-
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mine the third term of the asymptotic expansion of0(t) for 
the above-mentioned regions by a combination of Van den 
Berg's method with standard techniques for bounded-region 
billiards. In summary. our method can be described as fol­
lows. 

(i) Integration of Gl1 (t Izz) over the region 
net): = {ZEn I 3 circle K :zEKCn; diam (K) = t 112 - E} 
(E> 0) with classical methods. The boundary condition in­
fluences (roughly speaking) only the points within a dis-

tance of Jt from an. therefore most of the points of the 
above mentioned set are not affected by the boundary. For 
them we can use the free heat kernel with small corrections 
( "Kac' s principle of not feeling the boundary. "4.? To obtain 
an upper bound. Lemma 3 in Ref. 7 can be used; for the lower 
bound error terms vanishing as t'",. ° stronger than any pow­
er of t are required. They can be supplied by inscribing cer­
tain squares Q into n and using Gn (t Izz) >GQ (t Izz). 

(ii) Integration of Gn (t Izz) over the region n\n(t) 
with Van den Berg's formula,? quoted in Eq. (10) below. 
The points of this domain lie between two nearly parallel 
parts of an ("horn") with distance smaller than t 1/2 - E. and 
they are strongly affected by both of these parts. 

Our paper is organized as follows: In Sec. II we state our 
results for unbounded regions in terms of three theorems. In 
Sec. III we give the proofs of Theorems 1-3. Performing the 
integration mentioned under (ii) we find that the approxi­
mation is precise up to order t - E; in the first example there is 
a competing error term of order t - (112 - E) [due to n (t) ] 
requiring the choice E = !; a similar situation (error terms of 
order t - E and t - (1/1') (112 - E» occurs in the second exam­
ple. In the third example (Theorem 3) any choice E> ° is 
allowed. In Sec. IV we present two results for regions with 
cusps. which can be obtained by calculations very similar to 
the ones performed in Sec. III. and which generalize results 
by Stewartson and Waechter.2 Finally. in Sec. V we use the 
results from Sec. III to obtain information on a "smoothed" 
spectral staircase for the billiard region {0..;xy..;2}nlR2+ 

and comment on a remark by Berry8 on a hypothetical con­
nection of the spectrum of this system with the imaginary 
parts of the nontrivial zeroes of the Riemann {; function. 

II. RESULTS FOR UNBOUNDED REGIONS 

Our results are formulated in the following three theo­
rems. 

Theorem 1: Let a be the Dirichlet Laplacian for 
n = {(X,Y)ElR2+ 10..;xy..;l}. then for t'",.O, 

0(t) = Tr etll = _ log t + ~ _ ~ + OCt - 1/4). 

417't 417't 8J1ii 

where 

A=I+r-210g(217')= -2.0985···. 

B = - 4 [17'3/2 Ir 2(V] = - 1.6944'" • 

where r denotes Euler's constant. 

(4) 

(5) 

For an early reference about this system. see. e.g .• Ref. 9. 
Note that Van den Berg's method/' lO suffices to determine 
A. though he did not exploit this. The coefficient A could also 
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be found by a careful Dirichlet-Neumann bracketing ll fol­
lowing the lines of Simon's proof 3 in Ref. 12. 

There is no obvious interpretation of the first two terms 
(as there is for the classical case. 1.2,4 ) Here, B is (in a short 
but very informal phrasing) the difference between the 
length of the hyperbola and the length of two half-axes. and 
the remaining factor is that one that is expected for perimeter 
corrections. 

Theorem 2: Let a be the Dirichlet Laplacian for 
n = {(X,Y)ElR2+ 10..;yxl'..;l}, l#jt>O, then for t'",.O. 

0(t) = Tr etll = __ 1 __ rc 1 + jt/2){;(jt) 
t (112)( 1 + 1') 2rr' + 1/2 

H,t-I ( I) - + jt~-
8J1ii jt 

+ O(t -1/2(1'+ 1) + t -1'/2(1'+ 1». (6) 

where 

HI': = LX> (b +x- 2(1'+ 1) -I)dx 

= 1 - Ji + 2P -
I12rq + ,B) 9 ::: :j~:::~ (Ji). 

Let (;(jt) denote the Riemann zeta function and 9: (z) the 
associated Legendre functions of the first kind. 

Note that the limitjt ..... 1 in Eq. (6) exists and leads back 
to Theorem I. Theorem 2 refines the expansion given in Ref. 
13 by Simon. 

Theorem 3: Let a be the Dirichlet Laplacian for 
n = {(x,y)ElR210..;y..;e-lxl}, then for t'",.O. 

0(t)=Tretll =.lQl+ 210gt _~+O(t-E). 
417't 8J1ii 8J1ii 

(7) 

(for any E with ° < E < 1)' where 

B' = 2(3 log 2 - I + Ji -logO + Ji) - r) = 2.0701,,·. 

(8) 

The last billiard system was introduced in Ref. 7. and Van 
den Berg determined the two leading terms. Note that the 
first term is analogous to the standard situation. whereas the 
second and the third term lack any simple interpretation. 

Unfortunately. we have not been able to determine the 
to term in the expansions (4). (6). and (7). which in the 
case of bounded regions reflects a topological feature of the 
billiard region. As we already mentioned. the 1/ Jt contri­
bution in Theorems 1 and 2 is due only to length contribu­
tions. This could indicate that the subsequent terms follow 
the standard pattern given in Ref. 2. 

III. PROOFS 

Proof of Theorem 1: The proof is given in three steps 
corresponding to the integrations over n \ n (t), n ( t). n 3 : 

For t given with ° < t < I let the sets nCt), n j be as follows: 
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O(t) = {(x,y) Ix < t - 1141\y < t - 1/4}no, 

0 1 (t) = {(x,y)ldist(z,{xy = 1}) <!t 1/4}nO(t), 

0 3 = {(x,y)lx,y<!}nO, 

O2 (t) = {(X,y) Idist(z,{xy = O}) 

<!t 114}n 0 Ct)\03 . 

[We will sometimes omit the t dependence of 0 1 Ct),02 Ct); 
the sets are illustrated in Fig. 1.] 

Step 1: integration over O\OCt): 

( d 2Z Gn Ct Izz) 
In,n(l) 

! log t r - 2 log (217') 
=---+.!.----'::...:..-----'... 

417't 417't 

+ 1 + OCt - 1/4), t\;O. 
t 3/4,f4ii 

(9) 

Proof 0/ Eq. (9): Theorem 3 in Ref. 7 states for 
f [ xo, 00 ) - R + decreasing and DC R2 with Dn {x>xo} 
= {(x,y)ER210";y</(x), x>xo} = D', 

/(xo) 
";--, 

8{iii 
(10) 

where 0Ct,x):=l:;;'=lexp(-rn2tl/2(x». We choose 
Xo = t - 114 and/(x) = 1/x. The integral over o Ct,x) can be 
carried out after use of the transformation formula of the 
Jacobi theta function: 

J~ '/4 dx ntl exp( - rn
2
x
2
t) 

/// n1(t) 

/~ n2(t) 

~ "" "" nJ 

FIG. 1. The sets used in the proof of Theorem 1 are shown. 
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1 i oo 

00 + -- dx L exp( - 17'n2x 2) 
{iii I n=1 

,pogCtr) 1 - t 1/4,fii 

~41Tt 2{iii 

+ _1_ (1 + L - pog(417'») 
~417't 2 

1 i' '/4fii dx 00 (17'n2) -- - L exp --
{iii 0 X n=1 x 2 ' 

(11) 

Here we have employed 

i
oo 

du 00, r 
- (1 + [Ii) L e- n rru = 1 + - - pog(417'). 

I U n= I 2 
(12) 

This can be obtained from 

;(z) = 1fZ12 { 1 
r(z!2) z(z - 1) 

+ (00 du i: e- n'rru(u(l-z)/2 + UZI2 )} (13) 
JI U n= I 

(c.f. Ref. 14, p. 21) in the limit z-l. 
For x with 0 <x < 17'/~log 2, 

which gives the required bound for the last term in (11). 
Step 2: integration over O(t) \03 : 

Let HI = fe (~1 + 1/x4 - 1 )dx, then 

( d 2Z Gn Ct Izz) 
In(l) ,11., 

10Ct) \031 2t - 114 + (HI - ~) 

41Tt 4{iii 
+ OCt - 114), t\;O. (14) 

Pro%/ Eq. (14): Van den Berg7 showed for regions 
with R -smooth boundary (for Zo EaO there is a circle K with 
radius Rand aKnO = {zo}): Let ZEO I U02 and 
8 = dist(z,aO), then 

Gn Ct Izz)..;-I- {I - e- lil , + ~ e- {h, + 4 _t_} . 
417't R R 2 

For zEOCt) \ (01 U02 U03 ) we employ 

Gn Ct Izz)..; 1/417't. 

We choose R = 2 and integrate: 

( d 2z Gn Ct Izz) 
In(lhn, 

10Ct) \03 I 1 i -{i'I'd 2 ..; -- e z 
417't 417't n, un, 

+_1_ ( 8e- lh'd 2z+ 10(t)1 . 
217't In, un, 417' 
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Let 8(z) = dist(z, {xy = 1}) and s(z) be the arc length be­
tween ( 1, 1 ) and the projection of z onto the hyperbola. Since 
forC={0<8<V Il4

,s1 <S<S2}: 

L e- 'Pit d 2z 

i
s i(\/4)t ,/, 

= 'ds d8( 1 + K8)e -l;';t 
s, 0 

= (S2 - Sl ) ,fiii (1 _ erfc (_1_)) 
2 4t 114 

+ !.... (1 - e - 1116Jt) r" K ds 
2 Js, 

(17) 

(K: curvature of the hyperbola) and 

L 8e - {Pit d 2Z 

i
s i( 1/4)t ,/, 

= 'ds d8( 1 + K8)8e -{Pit 
s, 0 

= - (S2 - Sl )( 1 - e - 1116,t ) + t 3/2 K ds t is' 
2 ~ 

x {: (1 - erfc ( - 16:rr)) - t -8
114 

e - 1116" } , 

(18) 

it is easily seen from (18) that fu,8e-'Pitd2Z=OCt3/4). 
Furthermore from (17): 

,/, 
,fiii (1 - erfc(_l )) f' b + x - 4 dx 

4t 114 JI 
,,;; { e - {;';; d 2Z 

Ju,(t) 

,,;;,fiii ~1+x-4dx+1Tt, l
' 11-'+ (1/4)1 1/

-' 

I 4 

and using ff ~1 + u -4du = x-I + HI + 0(1/x3), 
x -+ 00, one finds 

( e-/;';t d 2z =,fiiiCt -1/4 - 1 + HI) + 0(t3/4). 
Ju, (t) 

Since the integration over O2 is trivial, it is clear that 

lim sup t 1/4 ({ d 2z Gu Ct Izz) _ {10(t) - 0 3 1 
t'-.O JUUhUJ 41Tt 

2t -114+ (HI -~)}) 
- < + 00. 

4,J1ii 
(19) 

To obtain a lower bound we integrate the following inequal­
ities: 

~Gn Ct IZz);;.l - e-/;';t _ ..!...exp ( __ 1_), 
41Tt 1Tt 32Jt 

(20) 

zEO(th(OI (t) un2 (t) un3 (t» 

~Gu Ct Izz);;.-l- - ..!...exp ( __ 1_). 
41Tt 1Tt 32Jt 

(21) 
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The first one can be taken from Ref. 15 after a trivial geomet­
ric consideration showing that for Zo Ean ( t) n an there is a 
square QC n, with one side centered at zo, tangential to an 
whose sides have length 1= !t 114. For this bound the convex­
ity of y = l/x is indispensible. If zEnCt) \ (n l un2 Un3 ), 

there is a square Q' C n with center z and sidelength l/,fi 
and again 15 establishes the bound. 

Integrating we find: 

{ d 2z Go. (t Izz) 
JU(thUJ 

InCt) \n3 1 1 i -{Pit 2 ;;. -- e d z 
41Tt 41Tt n,(t)uU,(t) 

_ InCt)1 exp( __ l_) 
41T 32Jt 

;;.lnCt)\n3 1 __ 1_ (2t -1/4 + (HI _ ~)) 
41Tt 4,J1ii 2 

__ 1 __ In(t)1 exp ( __ 1_), 
41T 41T 32Jt 

and therefore 

- 00 < lim inf t 114( ( d 2Z Go. Ct Izz) 
t'-.O In(t) - 0.3 

_ { In(t) - n31 _ 2t - 114 + (HI - ~) }) . 
41Tt 4,J1ii 

Together with (19) this completes the proof of ( 14). 
Step 3: integration over 0 3 : 

0,,;; d zGuCtlzz) - ----- ";;-, i 2 (In31 1) 1 
n, 41Tt 8,fiii 1T 

(22) 

for 0 < 1<10. 
ProofofEq. (22): Let GQ(t Izz') be Green's function for 

the unit square, and GI (t Izz') Green's function in the case 
of Dirichlet boundary conditions on {xy = O}. Then 

i d 2 G ( I ) {I ~ - rr'n't}2 1 (1 1 )2 z Q t zz = - £.. e ;;.- -- - -
U J 2 n ~ I 4 ~41Tt 2 

(for 0 < t < 1/ 1T) by virtue of the Jacobi theta function trans­
formation formula. Furthermore 

d 2z GI (t Izz) = - dx( 1 _ e-x'lt) i 1 (i 1l2 
)2 

n, 41Tt 0 

In3 1 1 1 
,,;;-----+-

41Tt 8,fiii 1T 

for 0 < t < 10 (because of erfc x,,;;2IxvGT). 
The proof of Theorem 1 is obtained simply by adding the 
results of the three steps, Eqs. (9), (14), and (22). The func­
tion HI will be determined in the Appendix. 0 

The proofs of the other theorems are very much like the 
proof of Theorem 1, therefore they will not be given in great 
detail. 

Proof of Theorem 2: The sets considered for the proof of 
Theorem 1 have to be replaced by 

net) = {(x,y) Ix <t -1/2(\ +1') /\y<t -1/2(\ + 1I1')}nn, 
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0 1 (t) = [( (X,y) Idist«x,y);{xPy = t}) 

<! 11'/2(1'+ I),X;;;.y}no(t)] 

U [( (X,y) Idist«x,y);{xPy = I}) 

<1/112(1'+ I),x <y} nO(t)], 

0 3 = {(x,y}lx,y<!}nO, 

02(t) = [{(x,y)ldist«x,y};{y=O}) 

<! tp.12(p.+ I),X;;;.y}nO(t)] 

U [( (X,y) Idist{(x,y};{X = o}) 

<1 t 112(1'+ I),X<y}no(t}] \03 , 

Note that the thickness of the strips 0 1 (t), O2 (t) jumps at 
{x = y} (in contrast to the situation shown in Fig. I). In a 
first step the integration over 0\0(t} has to be performed 
using Van den Berg's inequality (10). For Xo = t - 1/2(1' + I) 
the integral 

L
OO 00 

dx L e - n'"J-Ix'" 

Xo n= I 

r(1 + 1/2j.t};( 1/j.t} 
t 1/21' 1T1Ip. 

(23) 

is required that is evaluated with the help of ( 13 ). Modifying 
(17) and (18) one finds 

r d 2Z e - {hI 

Jo,n{x;.y} 

= [iii (t - 112(1' + I) _ 1 + H } + O(t I - 112(1' + I) } 
2 I' 

r d 2Z De - {hI = O(t 1 - 112(1' + I)} 
Jo,n{x;.y} 

[with HI': = Si(~l + l/x2(p.+ I) - l)dx]. Since 
10(t}U{x;;;.y}I=0(t(p.-I)/2(p.+I)} the integration of 
(15), (16), (20), and (21) gives 

r d 2z G(t Ixy,xy) 
JO(I)'03 

= 10(t)\031 _ (2t -112(1'+ I) - ~ + HI' 

41Tt 8[iii 

+ O(t 112- 1/2(1'+ I)) - 0++ ~) 
+ O(t -112(1'+ I) + 1 -1'/2(1'+ I)}, t'\.O. (24) 

Since 
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= 1 + (x~-p. __ 1 ) + (j.t~), 
1-j.t 1-j.t j.t 

one obtains the proof of Theorem 2 by dividing (23) for j.t 
and 1/j.t, respectively, by ~41Tt and adding (24). 0 

Proof of Theorem 3: It suffices to consider {x;;;.o}no. 
Let Xo = !(E - 1 }log t, then with (12): 

L
OO 00 

dx L e - n'"J-le'X 

xtJ n = 1 

1 _ r:: E = -- (t El2 - ,,1T) + - log t 
.j4ii 4 

tEl2 

+~(r-210g2+2)-_1- r d~ f e- n'll. 
4 Ii Jo y n= I 

Denoting 

O(t) = {(x,y) It (112)( I - E) <x <xo}nO, 

0 1 (t) = {(x,y) Idist«x,y),y~ = 1) 

< it (112)(1 - E)}nO(t), 

02(t) = {(x,y) 10 <y < it (1/2)(1 - E)}nO(t), 

one finds 

r d 2Z e - {hI = [iii ( - ~ log t + log 2 - 1 + {i 
Jo, 2'2 

-log(1 + {i}) + O(t (I - E)/2), 

r d 2z &- (hI = O(t log t), 
Jo, 

and concludes with (15), (16), (20), and (21): 

r d 2z Go (t Izz) 
JO(t) 

(25) 

10(t} I 1 = -- - --« E - 1)10g t + log 2 - 1 + {i 
41Tt 8[iii 

-log(1 + {in + O(tE12), t'\.O. 

Together with 

r d 2z Go (t Izz) 
Jon{o<x<1 {' ~ "12} 

lon{o<x..:t (1 - E)12}1 = "" +O(t-E), 1'\.0, 
41Tt 

Eqs. (25) and (26) establish Theorem 3. 

IV. RESULTS FOR REGIONS WITH CUSPS 

(26) 

(27) 

o 

In Ref. 2, Stewartson and Waechter considered a class 
of regions n with cusps: for a,k l ,k2ER+ let 

nn{x;;;.o} = { - kl (x - aY'<y<k2 (x - a)p.,a;;;.x;;;.O}. 

They gave the contribution resulting from the vicinity of the 
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point (a,O) using exactly Van den Berg's approximation, but 
without error bounds. 

Theorem 4 will give their expansion for the partition 
function including error bounds, and Theorem 5 will give a 
similar result for a larger group of systems. Since the proofs 
of Theorems 4 and 5 follow exactly the lines of Sect. III, we 
omit them and state merely the results: 

Theorem 4: Let n c R2 be bounded, and for some 
a,beR+ ann{x<a/2} be smooth, R-smooth and 
nn{x>o} = {(x,y) 10<.v<;b(a - x)1' 1\0<;x<;a},p,> 1. 
Then for t ">I 0: 

0(t) = Tr e'l!. = lQl_ L(an) 
41Tt 8,[iii 

+ rq + 1/2Jl)~(1 + 1/p,) + O(t -E), 'lfE>O. 
41TJlb I/l't 112 - 1121' 

(28) 

For the proof of Theorem 4 one requires 

(C 00 ( n2rt) 
Jo dx n~1 exp - b 2(c _ X)21' 

= r __ + r-+-bcll+ I/(Il+l) C t ll2l'b- 1I1' (1 1) 
~41Tt 2 2Jlfii· 2 2Jl 

X~(1 + ~) + O(tr), t">lO, (29) 

which holds for p, > 1 and any fER, and can be derived with 
the help of Eq. (13). Equation (29) is used in connection 
with (10) for the integration in the vicinity of the point 
(a,O). Theorem 4 agrees with a result from Ref. 2 with 
Jl = 2n, neN, apart from the error bounds. These bounds 
permit the extension of the Theorem to a larger group of 
systems: 

Theorem 5: Let nCR2 be bounded, ann{x<a/2} be 
smooth and R-smooth and nn{x>o} = {(x, 
y) 10<.vQ(x) 1\0<;x<;a}, wheref:[O,aJ ..... R+ is strictly de-
creasing and convex with I(x) = b(a - x)1' 
+O(a-x)I'+' and f'(x)=Jlb(a-x)I'-1 
+ O(a - x)1' + a- I) (p, > 1, a> 0), then for t">lO, 

0(t) = Tr e'l!. = lQl_ L(an) 
41Tt 8,[iii 

r(! + 1/2p,)~( 1 + 1/p,) O(g ) + + (t), t">lO, 41Tp,b II I' t 112 - 1121' 

where g(t) = t - E (E> 0) if! - (a + 1)/2Jl <0 and g(t) 
= t - (112 - (a + I )/21') else. 

The proof follows again the plttern of Sec. III, if (29) is 
replaced by 

LQ 00 (n2rt) dx L exp --2-
o n=1 I(x) 

= dx ---- + r-+-LQ (/(X) 1) t I12l'b - III' (1 1 ) 

o ~ 41Tt 2 2p,fii 2 2p, 

1675 J. Math. Phys., Vol. 31, No. 7,July 1990 

v. APPLICATION: ASYMPTOTIC EXPANSION FOR 
(N(}..» 

In general, N(A) does not possess an asymptotic expan­
sion for A ..... 00 (see, e.g., Ref. 16), which could be evaluated 
knowing an expansion of 0(t) for t">lO. Brownell l7 intro­
duced so-called 0 bounds that lead to the following result. 

Theorem 6 (Brownell): Let O<A I <A2<··· and N(A) 

= :I",<" 1 satisfy So A - r"ldN(A) 1< 00 for some ro > 0 and 
let 

with rk + I < rk < ... < r l . Then 

N(A) = ± A
r
, 

;= I r(r; + 1) 

X [ - c; log A + (c; + c:( t/!(r;) + :;))] 

+ O(A r,+llogA), (30) 

where t/! denotes the digamma function and 0 refers to "log 
Gaussian error estimates": Let F be of bounded variation 
over every finite interval, where it is continuous and 

So y-rOldF(y)1 < + 00 for some ro>O; let either f,.(y) 
= yr log y or f,. (y) = yr,r > 0, then 

F(y) = O(f,. (y»)<::) 

'lfP >03Mp :lioo 

exp( - ~ p2(IOg~r)dF(Y)I<;MJ;.(V). 
(We have added the case c; #0, which can easily be handled 
mimicking Brownell's original proof.) 

If an averaging procedure ( ... ) defined by 

(F(v»:= 1100 

exp( - ~ P2(IOg~r)dF(Y)I, (31) 

is applied to (30) the 0 estimates can be replaced by ordi­
nary error estimates: 

(N(A» = ± A r, 
;= I rer; + 1) 

x[ -c;logA +(C;+c:(t/!(r;) + :J)] 
+ O(A rk+1logA)}, A ..... 00. (32) 

For the significance of the "smoothed" level density 
d (N(A) ) IdA see Ref. 1, Chap. VII. For its application in the 
field of chaotic systems see Refs. 18and 19. Applying (31) to 
the system in Theorem 1, one finds 

(N(A» _ A log A +...!!.- A _ ...k-. p: + O(A 114 log A), 
41T 41T 41T 

for A ..... 00, where 

a = 2(r-Iog(21T») = - 2.5213·" , 

b = - 4(r12lr2(!» = - 1.6944··· . 

(33) 

The staircase function for the quantum billiard in the region 
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{0<xy<k}nR2+ can be found by replacing A. by kA. in the 
rhs of Eq. (33). For example, for k = 2, 

(N _ (A.» =A.logA. + (a+log2) A.- b{2 IT 
k - 2 21T 21T 41T 

+O(A. 1I4 10gA.), A.--+oo. (34) 

Berry8 pointed out that the leading term in the last expres­
sion coincides with the first term of the asymptotic expan­
sion for the number of the nontrivial zeroes of the Riemann 
zeta function with imaginary part less than A.: 

A. log A. 
(NRiemann(A.» =~ 

_ (1 + 1~!(21T» A. + O(A. 0), A.--+ 00. 

(35) 

The lack of time-reversal invariance, which a hypothetical 
system whose eigenvalues are given by the imaginary parts of 
the Riemann zeroes is believed to be SUbject to (see Ref. 8), 
could be enforced upon a billiard system by introducing a 
magnetic field, thus establishing an Aharonov-Bohm bil­
liard (c.f. Ref. 20). Note, however, that the terms we deter­
mined are not affected by a magnetic field of the Aharonov­
Bohm type, i.e., the above formulas also hold for Aharonov­
Bohm quantum billiards. 
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APPENDIX 

In Theorems 1 and 2 the integral 

Hp, = 1'" dxUl +x- 2(p,+1l -1) 

is required. It can be evaluated in terms of a hypergeometric 
function: 

HI' = 1'" dxUl +x- 2(p,+I)_1) 
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with P = J.L/2 (J.L + 1) (formula 3.194.1 in Ref. 21). If 
J.L = 1, i.e., {3 = !: 

2 FI (~ ~. ~ . - 1) 
2 ' 4 ' 4 ' 

_4(;)1I2r(:) (r:v - r(v1rq») 
tTJ/2 3 

-3--+­
r 2(!) {2 

(cf. Ref. 14, p. 40) and therefore 

HI = 1 - 2(tTJ12/r2(!». 
If J.L # 1: 

2 FI (~ , ~ + {3; ~ + {3; - 1) 
= 2112+ 'T( ~ + {3 ) &' == :~~ == ~ ({2) 

(Ref. 14, p. 52) and thus 

Hp, = 1 - {2 + 2P- I12r({3 + ~)&' == :~~==~ ({2). 
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Exact solution of the n-dimensional Dirac-Coulomb equation 
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An exact solution of the n-dimensional Dirac-Coulomb equation is obtained with the radial 
wave function containing only one term of a confluent hypergeometric function. It is of the 
same form as the solutions to the Schrodinger and Klein-Gordon equations with a Coulomb 
potential in n dimensions. 

I. INTRODUCTION 

It is clear that the radial solutions of the three-dimen­
sional SchrOdinger, Klein-Gordon, and Dirac equations 
with a Coulomb potential are of the same form, and can be 
treated in a uniform way. I The purpose of this paper is to 
show that the n-dimensional Coulomb problem for the three 
equations retains the same property. The solutions to the n­
dimensional Schrodinger and Klein-Gordon equations with 
a Coulomb potential have been obtained by Nieto.2 We shall 
show in this paper that the n-dimensional Dirac-Coulomb 
equation has an exact solution, which is, moreover, in the 
same form as the Schrodinger and Klein-Gordon equations 
for the radial wave function. 

Aside from the theoretical significance of the result, 
there is at least one application for our result. This is the so­
called large N method. In the realistic three-dimensional 
case, if the potential is other than Coulomb, but (is) say, 
spherically symmetric, an exact solution may not exist in 
analytic form. However, it might still be possible to calculate 
the eigenvalue of E by the large N method. 3 

To extend the Dirac-Coulomb equation from three-di­
mensional to n-dimensional space, we follow mainly the 
structure set up by Joseph4 and Coulson and Joseph.s They 
obtained the necessary quantum numbers to label the n-di­
mensional Dirac-Coulomb equation, but did not obtain the 
wave function solution explicitly. We complete their work 
by using the transformation S, which in the three-dimen­
sional case was obtained by Biedenharn,6 Wong and Yeh,7 

and Sus to solve the Dirac-Coulomb equation. 

II. n-DIMENSIONAL DIRAC-COULOMB EQUATION AND 
ITS SOLUTION 

The n-dimensional Dirac-Coulomb equation we wish to 
solve is 

( 

n ze2) H,p = CPI L Piui,n + I + P3 me - - ,p, 
i-I r 

(2.1) 

where we have put Ii = 1. In what follows, we use mainly the 
notation of Joseph4 and Coulson and Joseph. S Let 

uij = - (i/2) [.Bi,,8j]' (2.2) 
with 

(2.3) 

The n-dimensional space is separated into "spherical" 
coordinates with r the radial distance and (n - 1) angular 
variables ai' a2 , ... ,an _ l • We have 

XI =rsinan_1 '''sina2 cosal' 

X 2 = rsin an_I" • sin ai' 

X3 = rsin an_I" • cos a 2 , 

Xn =rcosan _ l • 

From (2.4) it is easily seen that 

xr + xi + .. , + x; = r2. 

(2.4) 

(2.5) 

As usual, we define the orbital angular momentum .!f ij to be 

(2.6) 

They form the generators of SO( n). We select the represen­
tation with one number only in each row of the Gel'fand 
pattern, labeled by t,. for SO(n), etc. Then each state in the 
irreducible representation of SO (n) is completely specified 
by (t,.,t,.-I, ... ,t;,ti), withti = integers and I'm' m;;;.3 non­
negative integers, I'm;;;' I'm _ I ;;;. 1 ti I. The Casimir invariant 
for SO(n):~?<j.!f~ has the value t,. (t,. + n - 2). The ei­
genfunctions of these irreducible representations are the 
generalized spherical harmonics, which can be found expli­
citly in Alcaras and Ferreira.9 

The next step is to choose the correct invariants in the n­
dimensional Dirac-Coulomb equation so that the labels are 
easily identified corresponding to nonnegative integers, 
t,.,t,. _ I'"'' etc. (except ti). This is done by working with 
the invariant Kn: 

Kn =P3 (Ln + (n - 1)/2), 

where 
n 

Ln = L Lm, 
m-2 

m-I 

Lm = L Uim.!fim· 
i-I 

(2.7) 

(2.8) 

(2.9) 

It has been shown by Joseph4 that the Casimir invariant 
n 

.!f; = L.!f~ 
i<j 

is equal to 

.!f; = Ln (L,. + n - 2). 

However, 

.!f; = t,. (t,. + n - 2), 

therefore, 

(2.10) 

(2.11 ) 
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(2.12) 

or 

-(t;,+n-2). (2.13) 

The eigenfunctions for the angular variables in the 
Dirac-Coulomb equation corresponding to (2.12) and 
(2.13) are denoted by ;(a) and ;(b), respectively. We shall 
show that these are the wave functions used by Joseph.4 But 
first we shall add another interpretation for these wave func­
tions as follows. From (2.7) we have, using k n as the eigen­
valueofKn , 

k! = (Ln + (n - 1)/2)2. (2.14) 

Ifweuse (2.12) we have 

k! = (t;, + (n - 1)/2)2. 

If we use (2.13), we have 

k ~ = [ - t;, - n + 2 + (n - 1 )/2] 2 

= [(t;, -1) + (n-1)/2]2. 

When n = 3, we have t = j + (jj/2 and 

k3 = (jj(j+!) =(jj(t-(jj/2+!). 

So (2.15) corresponds to (jj = - 1, i.e., 

k3 = - <t+ 1), 

and (2.16) corresponds to (jj = + 1, i.e., 

k3 = (t- 1) + 1 = t. 

(2.15) 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

In (2.15) and (2.16), we can take t;, to be a nonnegative 
integer, thus obtaining, from (2.16), 

k n = (t;, - 1) + (n - 1)/2, (2.20) 

and from (2.15), 

k n = - [t;, + (n -1)/2]. (2.21 ) 

This will agree with the conventional labeling for the n = 3 
case, where (jj = ± 1, with (jj = + 1 for (2.20) and 
(jj = - 1 for (2.21 ). In the n-dimensional case, according to 
Joseph, we use ;(a) and ;(b) with ;(a) having "t;, - I" and 
;(b) having "t;," as labels. So the (a) and (b) states differ 
from each other by one unit of angular momentum, with ;(b) 

having a value one unit larger than ;(a). This classification is 
in agreement with the one given by Joseph.4 What we have 
added is that instead of (a) and (b), we could use (jj = ± 1 
with (a) corresponding to (jj = + 1 and (b) corresponding 
to(jj = - 1. 

The corresponding coupling through the generalized 
"Clebsch-Gordan" coefficients is given by Joseph as fol­
lows: 

;~:)(al, ... ,an_1 ) 

1678 

= (2t;, + n - 2.) - 112 { (t;, + t;, _ I + n - 2) 112 

XtfJl' •. I'._1 (an _I );~:~ I (a l , ... ,an_ 2) 

+ (t;, - t;, - I ) Il2tfJ 1'.,1'. _ I + I (an - I ) 

X;~~~I(al, ... ,an_2)}' (2.22) 
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;~:)(al> ... ,an_1 ) 

= (2t;, +n-2)-1I2{(t;, _t;,_d Il2tfJ,.. ... r.._I(an _ l ) 

X;~:~I(al, ... ,an_2) - (t;, +t;,-I +n_2)112 

X tfJl' •. I'._ I + I (an _ I );~:~ I + I (a l , ... ,an - 2) } , 

(2.23) 

where tfJt: I'. (an _ I) is part of the spherical harmonics ob-
II'rr-l 

tained, for example, by Alcaras and Ferreira9 and denoted 
by them as G. 

Incidentally, in the n-dimensional case one can also de­
fine an equivalent total angular momentum operator 

Jij = .? ij + !O'ij' 

Then, 
n 

J~ = LJ~ 
i<J 

(2.24) 

(2.25) 

is a constant of the motion. However, its eigenvalue is com­
plicated [see (2.26) below] and thus we shall not use it. For 
the state (b), we get 

J~ = t; + t;, (n - 1) + n(n - 1)/8. (2.26) 

In what follows, we shall write the eigenvalue of K n as 

kn = kn «(jj,t;, ) 

{ 
- [t;, + (n -1)/2], 

= + [(t;, -1) + (n -1)12], 

(2.27) 

(2.28) 

with (jj = + 1 corresponding to the state (a) in (2.28) and 
(jj = - 1 corresponding to the state (b) in (2.27). If t;, = 0, 
then only the (b) state exists; the (a) state does not exist. An 
irreducible representation is then completely specified by the 
two quantum numbers t;,. and (jj, where t;, is a nonnegative 
integer and (jj is either + 1 or - 1. Then the solution of the 
Dirac-Coulomb equation (after the transformation S) can 
be written as 

( 
iR(r);1'. 0; (a l , ... ,an _ I) ) 

1/1= A. If' , 

Q(r)A n + 1;"' ... 0; (a l , ... ,an _ I ) (2.29) 

where ;"' •. 0; is either ;~:) for (jj = + 1 of (2.22) or ;~:) for 
(jj = - 1 of ( 2. 23 ). Let 

n 

An+ I = L xjO'j.n+ I' 
j= I 

(2.30) 

(2.31) 

The Dirac-Coulomb equation in spherical coordinates 
is 

HtfJ = [ - CPI an + I (:r _ P3
K

n - ~n - 1)/2) 

Ze2] + P3 m~ - --;:- tfJ· 

The transformed wave function is 

tfJ' = StfJ, 

M. K. F. Wong 

(2.32) 

(2.33) 
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where 
A 

S = cosh 0/2 - pz (sinh 0 /2)A" + I' 

with 

tanh 0 = - Z~/eK". 

It is then easy to calculate 

E1/J' = SHS - I t/I, 
obtaining two coupled equations for R(r) and Q(r); 

[
Mil 

M21 
MI2] (R(r») = E(R(r») , 
M22 Q(r) Q(r) 

(2.34) 

(2.35) 

(2.36) 

(2.37) 

[. (d (n-1))] Ze
z 

MIl =mccoshO+e smhO -+ --, 
dr 2r r 

(2.38) 

- ~,,]), (2.39) 

[ (d (n-l») K"l M21 =mcsinhO+e cosh 0 -+ +- , 
dr 2r r 

(2.40) 

(2.41 ) 

Defining 

r" = (K! _Z 2e4/c)I12, (2.42) 

we obtain 

e[~ + (n - 1)] R + (e@rn ) R _ (Ei/jze
2
) R 

dr 2r r ern 

= (me2 + E ~~n I) Q, (2.43) 

e[~ + (n - 1)] Q _ (e@rn) Q + (Ei/jZ~) Q 
dr 2r r ern 

= (me2 
_ E ~~" I) R. (2.44) 

From (2.43) and (2.44) we obtain the second-order 
equations for R(r) and Q(r), 

(2.45) 

(2.46) 

To solve for R, let us change the variable from r to p, 
with 
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p = 2r(m2e4 
- E2) 1I2/c = 2p.r. (2.47) 

We then have 

[ 
d2 + (n - 1) d 1 EZ~ 
dp2 P dp -"4 + pe(m2e4 _ E2)1I2 

(Tn +@r" -n2/4+n-i] 
- R(p) =0. 

p2 
(2.48) 

Equation (2.48) is entirely similar in form with the radial 
equation of the Klein-Gordon equation with a Coulomb po­
tentialin n dimensions. According to Nieto,! Eq. (5.4), this 
equation is 

(~+ (n-I) ~_J...+~ 
dp2 p dp 4 P 

_ [tt t' + n - 2) - r] ) R (p) = O. 
p2 

(2.49) 

Nieto has obtained the solution for (2.49) in terms of gener­
alized Laguerre polynomials, which are also equivalent to 
confluent hypergeometric functions. Thus in order to obtain 
the solution of (2.48), we only have to translate Nieto's no­
tation into our notation. This is done as follows: 

Nieto's notation our notation 

...... EZe2/c(m2e4 _ E2)1I2, 

-+ nrn - 2r" - @r" 

+n2/4-n +~ 
(always >Oforn>3). 

(2.50) 

Thus Nieto's s, which is defined as 

s = - (n - 2)/2 + {[t'+ (n - 2)/2]2 - y}1I2, 
(2.51) 

is defined in the same way by us, with the translation given 
by (2.50). 

Thus the final expression for R (p) is 

R(p) = Nexp( _p/2)psL~~s+n-2)(p), (2.52) 

where 

n' = non-negative integer = A - (n - 1) /2 - s, 
(2.53) 

and the generalized Laguerre polynomial is connected with 
the confluent hypergeometric function as follows: 

= (n: a)IFI ( _ n,a + l,t). (2.54) 

The expression for Q(p) is obtained from R (p) by changing 
@ to - @. 

From (2.53) and (2.51), one obtains the energy spec­
trum for the bound state of the n-dimensional Dirac-Cou­
lomb equation: 

E= ± me2 1 + ,(2.55) 
[ 

Z2e4 ] - 112 

c(n' +! + @/2 + r,,)2 
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which agrees with Coulson and Joseph using the second­
order Dirac-Coulomb equation in n dimensions. 

The normalization constants are obtained as follows. 
First we write 

R(r) = C(S± )e- P/ 2ps± 

X1F1 (S± -,4 + (n -1)/2. 2S± + n -l.p). 
(2.56) 

Q(r) = C(S+ )e- P/2pS", 

X1F1 (S+ -A + (n -1)/2. 2S+ + n - I.p). 
(2.57) 

where 

S_ =rn-(n-3)/2. (2.58) 

In deriving (2.62), use has been made of the following iden­
tity: 

(p2c2Ifn)(fn _A2) =m2c4-E2k~/fn. (2.63) 

10. L. de Lange, J. Math. Phys. 30,858 (1989). 
2M. M. Nieto, Am. J. Phys. 47,1067 (1979). 
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S+ =rn - (n-l}12. (2.59) 

The upper sign is for @ = - 1, the lower sign for @ = + 1. 
By putting r = 0, we obtain from Eqs. (2.43) and (2.44) 

the following relation: 

(me2 + @E Ik Ilr ) 
C(S ) = C(S+ ) n n. (2.60) 

- 2pc(2rn + 1) 

The angular parts of the wave functions are already nor­
malized. The radial parts are normalized according to the 
following condition: 

i"" (R 2(r) + Q2(r»r"- I dr = 1. 

From (2.61) we obtain 

's. Atag, J. Math. Phys. 30, 696 (1989), and references therein. 
4 A. Joseph, Rev. Mod. Phys. 39, 829 (1967). 
~c. A. Coulson and A. Joseph, Rev. Mod. Phys. 39,838 (1967). 
6L. C. Biedenharn, Phys. Rev. 126, 845 (1962). 
'M. K. F. Wong and H. Y. Yeh, Phys. Rev. D 25, 3396 (1982). 
• I. Y. Su, Phys. Rev. A 32,3251 (1985). 
9 J. A. Alearas and P. L. Ferreira, J. Math. Phys. 6, 578 (1965). 
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Extended Hilbert space approach to few-body problems 
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A general formulation of the quantum scattering theory for a system of few particles, which 
have an internal structure, is given. Due to freezing out the internal degrees of freedom in the 
external channels, a certain class of energy-dependent potentials is generated. By means of 
potential theory, a modified Faddeev equation is derived both in external and internal 
channels. The Fredholmity of these equations is proven and this is what provides a sound basis 
for solving the addressed scattering problem. 

I. INTRODUCTION 

This paper is concerned with the treatment oflow-ener­
gy quantum scattering for few particles with internal struc­
ture. Problems of this kind arise in describing hadron-ha­
dron as well as nucleus-nucleus scattering l

-
5 and similarly 

in constructing NN potentials in the baglike approaches. 6 

There exist, however, no appropriate mathematical methods 
which may be applied for a rigorous study of the wavefunc­
tion properties. Already in the two-body problem there is no 
self-adjoint (s.a.) Hamiltonian, which could be generated by 
a time-dependent unitary group of operators responsible for 
the evolution of the system. In the three-body case, the origi­
nal Faddeev equations are also not directly applicable due to 
the lack of an underlying s.a. Hamiltonian. 

In the present paper, we overcome these difficulties by 
means of the extension theory using an auxiliary Hilbert 
space corresponding to the internal degrees of freedom. 7-9 In 
the special extended Hilbert space we construct the total s.a. 
Hamiltonian. After eliminating the internal channels, we 
propose modified Faddeev equations for the components of 
external-channel Green functions. Using well-known meth­
ods, 10.11 we prove that these equations represented in config­
uration space are of Fredholm type. Due to this property the 
equations provide the justification of treating the three-body 
scattering problem for particles interacting via energy-de­
pendent potentials. Our modified Faddeev equations in dif­
ferential form may also be used in an efficient manner for 
numerical calculations. 

II. TWO-BODY PROBLEM 

We will consider here the following special case of the 
general situation.7

•
9

•
12 Let us assume that the dynamics of 

the external degrees of freedom are given by the s.a. Hamil­
tonian h ex, which is defined by 

(1) 

in the Hilbert space Jr'x = L 2(R3
). The potential vex) rep­

resents a so-called peripheral interaction (e.g., a meson-ex­
change potential) of strongly interacting particles and it will 
be assumed to decrease rapidly and be sufficiently smooth. 

We shall also separate the two-body configuration space 
a3 into the two domains n ± such that R3 = n - un +. Let 

a) Permanent address: Department of Mathematics. Arkhangelsk Institute 
for Lumber Technique. Arkhangelsk. USSR. 

n - be the part of the space R3 where the coordinate x is 
bounded. Physically, the compact domain n - may be inter­
preted as the region of reaction (or where clusters overlap) 
andthedomainn+ = a3 '\n- as the region where the parti­
cles move "asymptotically free." The common boundary y 
of the domains n ± will in this situation be a surface, where 
the phase transition between internal and external channels 
takes place. 

In our model we shall restrict the s.a. Hamiltonian h ex 

to the symmetric operator ho with the domain 
fP (ho) = C ~r' where C ~r is the class of infinitely differen­
tiable functions, which vanish together with all derivative in 
the neighborhood of the surface y. Then the Hermitian con­
jugate operator h ~ has a nontrivial boundary form Jex, 
namely, 

PX(U,w) = (h ~u,w) - (u,h ~w) 

= lim [( dS(a"uw - ua"w) 
Ii-O )1','; 

- ib- dS(a"uw - a"wu)] , (2) 

where a" is the normal derivative on the surfaces 

yl = {xEn ±: dist(x,y±) = 8}. 

Now we assume that the dynamics of the internal de­
grees of freedom without connection to the external channel 
Jr'x is given by an arbitrary s.a. operator A acting in some 
Hilbert space ~n. In order to "switch on" the interaction 
between channels Jr'x and ~n, one must restrict the opera­
tor A to some symmetric operator Ao and construct all s.a. 
extensions of the operator ho Ell Ao in the direct sum Jr'x 
EIl~n. The important question of the model is the follow­
ing: How to construct the boundary form J in for an arbitrary 
s.a. operator A? The general answer was obtained in Ref. 7. 
Namely, the symmetric restriction of the Hamiltonian 
should be made in terms of its Cayley transform 
U = (A - i)I(A + i). For this purpose let us consider the 
special isometric restriction Uo = U t ~neu*o, whereOis 
a generative elemene of the operator A. The symmetric re­
striction Ao can be obtained as the inverse Cayley transfor­
mation of the isometry Uo. Hence, the operator Ao has defi­
ciency indices (1,1) and the domain fP (A ~) of its adjoint 
can be described in terms of V6ln Neumann's theory3: 
fP (A~) = fP (Ao) + 2'{O,U*O); here Ao is the closure of 
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Ao and ::t' (0, U *0) is the span of deficiency elements 0 and 
U*O. It is convenient to introduce some new basis in ::t': 
w+ =~(U*O+O),w- = O/2i)(U*O-O).Inaccordance 
with von Neumann's representation, an arbitrary vector U 

can be decomposed as 

U = u + $" +w+ + $" -w-, UE~ (A ~), UE~<Ao)' 

(3) 

where $" ± (u) are the so-called boundary values of element u 

(Ref. 7). In terms of $" ± the boundary form of the operator 
A ~ may be written as 

pn(u,j) = (A ~u,J) - (u,A tf) 

=$"-(u)$"+(j)-$"+(u)$" (/). (4) 

It should be noted that (4) is an abstract variant of (2). 
After the preparation of the boundary forms rx and J in 

of the operators h ~ and A ~ the next step is to construct an 
s.a. extension h of the operator ho EB Ao' acting in the direct 
sum J¥"''' EB ~n. In accordance with our general method one 
should impose on y such boundary conditions that make the 
sum of the boundary forms vanish, i.e., Jex + Jin = o. 

It can be shown that all such nulllifying conditions may 
only be of two types, namely: 

(5) 

and 

rp:~ u+_) rp anu 

a B $"-
(6) 

Here, u ± and an u ± are boundary values of u and an u on the 
bilateral surface y ± and the functions rp ± EL 2 ( Y ± ) are pa­
rameters of the model; they generate functionals 

(U,rp±)=i±dSUrp±, uEL 2(y±). (7) 

Finally, 6 is a 2 X 2 arbitrary s.a. matrix given on the surface 
rand a B is an arbitrary real number. 

Let us denote by ua , a = 0, I the external (a = 0) and 
internal (a = I) channel wavefunctions. Then we can study 
their properties on the basis of the two-channel Schrodinger 
equation: 

(h - z) ~ = 0, xEJR3,y, 

~ = (UO,u l ), (8) 

with the appropriate boundary conditions (5) or (6). 

Let us suppose now for simplicity that the external 
channel wavefunctions Uo are smooth on the surface r, i.e., 
uo+ = uij = Uo and that the matrix 6 has the special struc­
ture 6 = (? 6); let us also put a B = O. In this special case 
the boundary conditions, which one should add to (8), are of 
the form 

(9) 
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(10) 

where [anuo]y =anuo- -anuo+ andrp=rp- =rp+. 
We want to emphasize that the operator h, which is the 

total Hamiltonian in the two-body system with internal 
structure, is an s.a. operator and hence the boundary value 
problem (8), (9), (10) is mathematically correctly defined. 
It should also be noted that in our model we are able to 
simulate an arbitrary complicated internal structure of par­
ticles due to the general nature of the internal s.a. operator A. 

On the other hand, one can now operate in the external 
channel J¥"'x only. For this purpose one must solve the 
boundary conditions (9), ( 1 0) by excluding the internal in­
gredients $" ± (u I)' This procedure is based on the following 
linear relations 7: 

$"-=a(z)$"+, (11) 

where a(z) is the Schwartz integral of the spectral measure 
of the s.a. operator A, 

a(z) == «(l + zA)(A - z) -10,0) 

= ( 1 + AZ d (Eie,e). 
JR A-Z 

(12) 

Taking into account (11) we obtain from (9) and (11) 
the following energy-dependent boundary conditions in the 
external space J¥"'x: 

[anuo]y = - a(z)rp (uo,rp). (13) 

In accordance with (8) the external component Uo 
obeys the equation 

(14) 

In order to obtain the differential equations in the whole 
configuration space JR3 it is convenient to use the quasipoten­
tial approach (see, e.g., Ref. 11). Let us consider the quasi­
potential w(z) acting on the function u in accordance with 
the rule 

w(z)u = - (jya(z)rp (u,rp). (15) 

Here, {) 11- is the distribution, usually called the simple lay­
er, 14 th:t acts on the set of sufficiently smooth functions f in 
the following way: 

(16) 

In terms of the quasipotential w(z) the boundary-value 
problem (13) and (14) may be written as 

(h ex + w(z) - z)uo = 0, (17) 

where the variable x now runs over the whole configuration 
space JR3. 

One can show that (17) is equivalent to the boundary­
value problem (13), (14 ). 

At the end of this section we add the following remarks. 
( 1) As it was stated above, a mathematically correct 

formulation of the two-body problem with energy-depen­
dent interactions can be achieved only in terms of an s.a. 
operator h acting in the sum J¥"'x EB ~n of internal and ex­
ternal channels. On the contrary, there exists no s.a. Hamil­
tonian corresponding to (17) or, what is the same, to the 
boundary-value problem (13),(14). This means that in 
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terms of the external space JY"'x only the well-defined total S­
matrix cannot be constructed. 

(2) As it follows from (12) and (15), the energy depen­
dence of the potentials cannot be arbitrary. It is given by the 
Schwartz integral ~(z), which is real on the real axis and is 
an analytical function on the half-plane 1m z > 0 with the 
positive imaginary part 1m ~(z) > o. It can be shown that 
such kind ofinteractions ensure the analyticity and unitarity 
of the appropriate total scattering matrix. 

(3) In our model the quasipotentials w(z) are separable 
of rank 1. The generalization to any arbitrary rank ofw(z) is 
trivial. For this purpose one should increase the dimension 
of the deficiency subspaces ~ = {O}, ~'" = {U"'O} and 
change in a self-consistent way the functionals (jJ, (. ,(jJ ) by 
arbitrary bounded operators B,B "'. 

III. THREE-BODY HAMILTONIAN 

We consider in this section a system of three particles 
having a nontrivial internal structure. To describe this sys­
tem, we use in the external configuration space R6 usual rela­
tive coordinates Xa , Ya' a = 1,2,3, which we combine into 
the six-vector X = Xa ~Ya (Ref. 15). Every pair Xa,Ya fixes 
an orthogonal coordinate system in R6. 

Let ra = Ya XR!a be the cylinders in R6 and r= U ra. 
a 

An example of an external configuration space (for the one-
dimensional case) is represented in Fig. 1. 

A total s.a. Hamiltonian H governing the dynamics of 
internal and external degrees of freedom will be an impor­
tant object in the three-body analysis. 

We start by considering the two-particle Hamiltonian 
Ha in the six-dimensional external configuration space: 

(18) 

Here, ha is the s.a. two-body Hamiltonian defined in Sec. II, 
IYa and Ia are the unit operators, in the spaces L 2(R!a) and 
Ka = ~xeJYi;, respectively, and - ~Ya is the Laplacian 

defined on its natural domain wi (R!a). 
The operator Ha is essentially s.a. on the domain 

fiJ (Ha) = fiJ (ha ) ® W~ (R!). (19) 

The closure lia of this operator is the s.a. operator, which 
will be denoted by the same symbol H a • 

The domain fiJ (Ha) also may be described in terms of 
boundary conditions. Namely, let ~ = {Uo,Ua}EfiJ (Ha). 

Then the external component Uo is a W~ smooth function 
outside the neighborhood of r a continued on r a. The inter­
nal component UaES):;' =JYi;®L 2(R!) can be decom­
posed into the sum 

Ua = u a + s: (Ya )w: + S,; (Ya )w,;, uaEfiJ (H~.>, 
(20) 

where wa± are the deficiency elements l3 of the symmetric 
operator A",o which is the restriction of the s.a. operator Aa 
and 

H~, =Aa" ®IYa +Ia ® (- ~y). (21) 

The functions ~EfiJ (Ha) satisfy the boundary conditions 
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FIG. 1. External configuration space for three identical particles. 

[anUolra = - (jJa (Xa )$" ,; (Ya)' 

S: (Ya) = (UO,(jJa )(Ya), 

where 

r, 

(22) 

(23) 

(UO,(jJa) (Ya) = i dXa Uo(X) (jJa (xa )· (24) 
Ya 

It should be noted that the boundary conditions 
(22), (23) are essentially of two-body character [see (9) and 
( 10) ]. The only difference is that the S ! (Ya ) are now func­
tions ofthe variable Ya ER;" . 

We are now ready to construct the total three-body 
Hamiltonian H. Let us consider in the space 

J 

S) =L 2(R6) ~ 2: ~S):;' 
a=1 

symmetric operator Ho, 

{

( - ~x + 2: Va (Xa »uo, 
Ho~= a 

H~,ua' a = 1,2,3, 

on the domain 

a 

(25) 

Any s.a. extension H of the operator Ho is a total three-body 
Hamiltonian describing the whole dynamics in both external 
and internal channels. In accordance with the von Neumann 
theory 13 all such extensions can be obtained by the extension 
of the operator Ho on its deficiency subspaces. So we shall 
extend the domain g; (Ho) to the linear set g; (lio ) in the 
following manner: 

Kuperin sf a/. 1683 



                                                                                                                                    

Uo = Uo + L Ro( - 1)Pa' 
a 

9(Ho) = UOECO' (JR6\r), 

Ua = Ua + 5: W: + 5'; Wa- , 

5 a±EWi (JR;). 

(26) 

(27) 

Here, Ro(z) = (Hex - z) - 1 is the resolvent of the s.a. oper­
ator Hex = - t::.x + l:ava and Pa are the densities of the 
simple layer potentials given on cylinders r a' a = 1,2,3. The 
operator Ho on the domain 9 (Ho) obtained in this way is 
the nonsymmetric restriction of the adjoint operator H:r. 
Now one must restrict the operator Ho to some symmetric 
one. For this purpose it is sufficient to impose the boundary 
conditions (22), (23). In terms of the densities P a these con­
ditions may be written as 

Pa (X) = - CPa (Xa )5 -(Ya)' (28) 

5 a+ (Ya) = cttRo( -1 )Pp,CPa ) (Ya)' (29) 

As a result we restrict the domain 9 (Ho) to the linear set 
9 (H) by means of conditions (28),(29). The symmetric 
operator that is such a restriction of Ho on the domain 
9 (H) will be called H. 

Let us now collect the important facts about the opera­
tor H. 

Theorem 1: The operator H on the domain 

9 (H), 9 (H) = S) = L 2(JR6) $ L S)~ 
a 

is symmetric and bounded from below. 
The proof of this statement is given in Appendix A. 
The last step is now an extension of the symmetric oper­

ator H to the s.a. operator H obeying the following condi­
tions. 

( 1) On the domain 9 (H) the translation-invariant 
boundary conditions (22) and (23) must be kept. 

(2) The Hamiltonian H must be bounded from below. 
For this purpose we shall choose the Friedrichs exten­

sion H of the operator H (Ref. 13). On the domain 9 (H), 
which can be described as usual, 13 the action of His given by 

HUJ: = {~e:y~:ua + Aaua - 5: w- + 5 a- w:, 
UJ: = (UO,ua ), a = 1,2,3, 

(30) 

with the boundary conditions (22),(23). 

IV. RESOLVENT EQUATIONS 

This section deals with the Fredholm-type equations for 
the resolvent R (z) of the s.a. Hamiltonian H. As in the case 
of energy-independent interactions,16 these equations pro­
vide the basis for the three-body scattering problem. 

All the results of this section can be extended to the N­
body case for arbitrary N. 

First we shall derive differential equations for the resol­
vent components Rob (z) corresponding to the decomposi­
tion of S) into the sum (24), 
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R(z) = {Rob (z)}, a,b = 0,1,2,3. (31) 

Here the indices a,b stand for the external (a,b = 0) and 
internal (a,b = 1,2,3) subspaces S)ex = L 2(JR6) and S)~, 
a = 1,2,3. 

Because R (z) is the resolvent of the s.a. operator H it 
satisfies the usual relation 

R:b (z) = Roo (z). (32) 

We shall introduce the following notations. Let Fbe an 
arbitrary element of S) and UJ: = R(z)F, i.e., F= {fa}, 
a = 0,1,2,3, 

3 

Uo = L Rob (Z)!b' 
b=O 

Then due to (27) and (33) one gets 
3 

5 a± = L 'll!b (z) h, a = 1,2,3, 
b=O 

(33) 

(34) 

where 'll !b are the operators that act from S)ex in L 2 (R;,,) at 
b = 0 and from S)~ in L 2(R;,,) at b #0. The relation (34) 

can be considered as the definition of these operators. 
Let Rab (z) denote the operators 

RaJb = (Rab - w: 'll a+" - w'; 'll ab) h, 
a = 1,2,3, b = 0,1,2,3. 

Then using the identity 

(H - z)R(z)F= F, 

(35) 

(36) 

one can obtain the set of equations for the kernels of the 
operators Rob (z) and 'll a~ (z): 

(37) 

AaRab - W- 'll dt, + wa+ 'll;b - (t::.y" + z)Rab (z) = {jab/a' 
(38) 

with the following boundary conditions: 

[anROb] r" = - CPa 'll :rl" 

'll dt, = (ROb ,CPa) Ir" . 
(39) 

(40) 

Equations (37) and (38) representing the set of differ­
ential equations for the external ROb and internal Rab com­
ponents of the resolvent R(z) serve as background for the 
construction of the Faddeev equations. 

We shall rewrite the conditions (39) and (40) in terms 
of the internal Hamiltonians Aa. For this purpose we use the 
relation: 

'll ab' = Qa (z)'ll a+'" + {jab «Aa - i)(H~ - z) -t"()a)' 

(41 ) 

which can be obtained by arguments analogous to the two­
body case7 [see (11)]. Here, 

(42) 

and Qa (z) is the generalization of the Schwartz integral in 
the three-body configuration space: 

This operator, in accordance with (18), can be realized as 
the integral operator having the kernel 
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Qa (Ya - y~,z) = ~ i. dA aa (A)r~t)(Ya - y~,z - A). 
2m jy" 

(44) 

Here, rf,a) (z) = (h ~x - z) -I is the resolvent of the two-body 
s.a. Hamiltonian h ~x; aa (A) is the two-body Schwartz inte­
gral, and the counter'? a encircles the spectrum of Aa. 

The operators $' !b can now be excluded from (39) and 
( 40) by virtue of relation (41): 

[JnROb] r" = - CPa {Qa (Z) (ROb' ,CPa) 

+8ab «Aa -i)(H~-z)"{}a)}' (45) 

If the internal channel HamiltoniansAa have the point spec­
tra up (Aa) = {~} only, then the kernels Qa should be writ­
ten in the form 

Qa (Ya - y~,z) = L (1 + (~)2)(.9~{}a'{}a) 
s 

Xrf,a)(Ya - y:,z - ~), (46) 

where .9 ~ are spectral projectors of the operators A a • 

Notice that such kind of internal Hamiltonians are used 
for describing internal channels, e.g., with quark confine­
ment.5 ,6 

V. FADDEEV EQUATIONS 

The study ofthe total resolvent R (z) can be reduced to 
considering the external-channel component Roo(z) only. In 
order to see this, Eqs. (37)-( 41) should be used. Namely, let 
the component Roo(z) be known. From (40) we can get 
$' ;, (z) for substitution in.,!o (41) to yield $';, (z). Then 
from (38) one can obtain Rex" (z). It gives the components 
R ~) (z), a = 1,2,3. Then, in accordance with (32) the com­
ponents Rao (z), a = 1,2,3 will also be known. The diagram 
in Fig. 2 illustrates this procedure. Thus we shall now deal 
with Roo(z) which, for simplicity, is denoted by G(z). It 
should be noticed that G(z) is the so-called Krein's quasire­
solvent17 and it has corresponding properties. 

By Eq. (45) the kernel G(X,x',z) of the quasi resolvent 
G(z) obeys the boundary conditions 

[JnG(X,X',z)]r" = -CPa(xa)Qa(z)(G(z)',CPa)' (47) 

As in the two-body case, these conditions can be written 
in terms of quasi potentials 

k--~R'3 

FIG. 2. Diagram for the reconstruction of the resolvent components Rub' 

a,b = 0,1,2,3. 
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(48) 

where Va (z) is the integral operator in L 2 (r a) with the 
kernel 

Va (X,x',z) = -qJa(Xa)Qa(Ya -y~,Z) CPa(X~). 
(49) 

In accordance with (37), (47), and (48) we obtain the fol­
lowing equation: 

(Hex + atl Wa(z) -z)G(X,x',Z) =8(X-X'). 

(50) 

To derive an integral equation for Krein's quasiresol­
vent one can use the usual procedure. Namely, applying the 
operator Ro(z) to (50) we obtain the resolvent identity for 
G(z): 

3 

G(z) = Ro(z) -Ro(z) L Wa(z)G(z). (51) 
a=l 

In accordance with this equation of Lippman­
Schwinger type, the operator G(z) may be reproduced expli­
citly in terms of generalized operators 

Ma (z) = Wa (z)G(z) (52) 

by the relation 

(53) 
a 

Thus we reduce the problem of investigating the quasi­
resolvent G(z) to the study of the operators Ma (z). 

The next problem is to derive the Faddeev equations 
from Eq. (53). Applying the operators Wa (z) to (53) one 
can write this equation in the form 

(l + WaRo)Ma = WaRo - WaRo L M{3' (54) 
{3 #a 

Following Faddeev's method we have to invert the operator 
1+ Wa Ro. This inversion may be done explicitly in terms of 
the two-body operator Ga = (Ha - z) - I, which is the re­
solvent of the s.a. operator Ha. The following formula can be 
verified: 

(55) 

This relation yields in a straightforward way the equations 

Ma(z) = WaGa(z) - WaGa(z) L M{3(z), (56) 
{3#a 

which have the structure of Faddeev equations. 
Nevertheless, to be convinced that these equations are 

the Faddeev ones, one must prove the following statement. 
Theorem 2: Let Ila be the densities of the simple layer 

potentials Ma (z) = 8r "lla and Il = (IlI,1l2,1l3)' Then the 
following can be proven. 

( 1) Equations (56) rewritten in terms of densities Ilu : 

Il(z) = Ilb (z) + B(z)ll(z) (57) 

are of Fredholm type and B n, n > Nmax with sufficiently 
large N max is a compact operator in an appropriate Banach 
space. 

(2) Equations (56) or (57) are spectral equivalent to 
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the original Schrooinger equation with the s.a. Hamiltonian 
H. 

The proof of the first statement proceeds in a standard 
way. 10,1 

1 Nevertheless, for the reader's convenience we 
sketch it in Appendix B. 

The second statement of the theorem is much more deli­
cate in contrast to the case of energy-independent interac­
tions. Namely, we must show that the homogeneous equa­
tions (57) have a nontrivial solution, if and only if ZEUp (H), 
where up (H) is the point spectrum of the s.a. operator H. 

Let J.1- be the solution of the homogeneous equations 

J.1-a (z) = - Va (z) Ga (z) L J.1-f3 (z). 

Consider the function 

Uo = Ro(z) L J.1-f3' 
f3 

f3#a 
(58) 

which is evidently the simple layer potential given on the 
hypersurface r = uar a and hence it satisfied the equation 

(Hex - z)Uo(X) = 0, XElr. (59) 

To find the appropriate boundary conditions one must 
apply the operator 1+ VaRo to Eq. (58). Taking into ac­
count (55) and the properties l8 of simple layer potentials 
[an uo] r" = - J.1-a' we find the boundary conditions 

[anuoh" = Va (z)Uo' (60) 

By means of iterations of (58) one can achieve that 
J.1-oEWi (R6 \.r) both at 1m z:;60andatz = E ± iO,EERand 
furthermore that (UO'lP2)EW~ (R;). Now we shall express 
the internal functions J.1-a in terms of the external component 
uo. To this end one must take into account the representation 
ua in the form (28) and relations (22) as well as (21), which 
state the connection between s;i and Uo: 

S a+ = (uo,lPa)' 

S a- = Qa (z)S a+ . 

(61) 

(62) 

The functions ua may then be found as the solution of the 
equation 

( - !l.y" + Aa - z)ua 

= S a+ (Ya )wa- - S a- (Ya )wa+ + (!l.y" 

+z)(S;(Ya)w; +S:(Ya)wa+), (63) 

By virtue ofEq. (61) the functions S a+EW~ (R;) and 
hence S;EW~(R;). This means that UJt={uo,ua} 
Ef/fl (H) and, in accordance with (59 )-( 63), UJt is an eigen­
vector of the s.a. operator H: 

(H - z) UJt = O. (64) 

This equation implies that UJt = 0 if zElup (H) and hence 
Uo = O. In other words we have proven that Eq. (57) has a 
unique solution, if zElup (H). 

Onthe contrary let UJt be an eigenvector of the Hamilto­
nian H. Then one must repeat the derivation of (56) for 
densities J.1-a = - Va Uo which obey Eqs. (58). 

Hence we have proven that the Faddeev equations (58) 
are "spectral equivalent" to the original Schr6dinger equa­
tion (64). 

Consequently, the Fredholm alternative may be applied 
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to (57) and the properties of densities J.1-a may be investigat­
ed and its completeness in the whole space S) established 
using the methods of Refs. 19 and 20. 

VI. INTERNAL-CHANNEL FADDEEV EQUATIONS 

In this section, we shall derive Faddeev equations for the 
boundary values 'if?;ib (z) of the resolvent components 
Rab (z). 

First, one observes that due to the separability of the 
quasipotentials Va (z), Eq. (56) can be written in terms of 
kernels of the operators 'if?;;" (z), 

'if? ;;" (Ya ,X ',z) = Qa (Ya - Y~ ,z) (G(z)' ,lPa), (65) 

which by (40), (41), and (42) are the boundary values of 
R"b (z). In order to obtain equations for the operators 'if?;;" it 
is advantageous to pick out coefficients at the lP" in (56) 
using the relations (48) and (49). Due to this procedure one 
gets 

'if?;;,,(z) =D;(z) - L Dap(z)'if?i.,(z). 
f3#a 

(66) 

Here, the operators D a- (z) are average value of the resol­
vent 

(67) 

and 

D;;p(z) = (D;(z),lPf3)' (68) 

Equations (66) represent a set of integral equations in 
internal subspaces for Faddeev-type operators 'if?;;" (z). 

Let us note that there exists an additional effect, which 
can be taken into account. Namely, owing to the separability 
of the potentials Va (z) Eqs. (66) are three dimensional in 
contrast to the five-dimensional equations (56). This prop­
erty can be important for numerical calculations. 

VII. DIFFERENTIAL FADDEEV EQUATIONS FOR 
COMPONENTS 

The Faddeev differential equations are known to be use­
ful for numerical calculations in nuclear physics. 15,20 Let us 
discuss similar equations for three particles interacting via 
energy-dependent potentials. For their derivation we define 
the Faddeev components G "(z) of the external-channel 
quasiresolvent G(z) in the usual form: 

Ga(z) = c5", Ro(z) - Ro(z) Wa (z)G(z). (69) 

By this definition the quasiresolvent G(z) is the sum of its 
components 

3 

G(z) = L Ga(z). (70) 
a=l 

Applying the "operator" Hex + Wa (z) - z to Eq. (69) we 
obtain the differential equations 

(Hex + Wa (z) - z)Ga(x,x',z) 

= c5a,c5(X - X') - Wa (z) L Gf3(X,X',z) (71) 
f3 #a 

to be fulfilled by the components Ga(z). 
By Eq. (47) the Faddeev components Ga(z) obey the 

boundary conditions 
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[anGalra = -lPaQa (Z) L (GP(z) ',lPa)· (72) 
P 

Here we have used the following property ofGa(z): 

[anGP]r" =0, a =/=/3, (73) 

which can be obtained by virtue of the usual properties of 
simple layer potentials. 18 

If Z is real, i.e., Z = E ± I'O, the differential equations 
(71) together with the boundary conditions described in 
Refs. 19 and 20 define a unique solution for the wave func­
tions. 

The methods of Ref. 15 may be used to solve this bound­
ary-value problem numerically. 

At the end we would like to point out that all results and 
statements about equations for the Faddeev components 
Ga (z) and for the operators Ma (z) can be rigorously ob­
tained only on the basis of equations for the total resolvent 
R (z) or, in other words, on the basis of the s.a. Hamiltonian 
H. 

VIII. DISCUSSION 

In this paper, we have presented a new approach toward 
a mathematically correct study of the scattering theory for 
few-body systems with energy-dependent potentials. The 
main result is that the treating of such systems in usual con­
figuration space is inconsistent from an operator point of 
view. We have demonstrated that an energy dependence of 
the potentials is generated by the internal structure of the 
interacting particles. This energy dependence, however, 
turns out not to be arbitrary, since it is given by some class of 
operator-valued R functions, including, in particular, 
Schwartz integrals as described above. 

The main effect incorporated in our scheme is the possi­
bility to separate the contributions from two-body and three­
body forces. We remark that also many-body forces can be 
included into our consideration without a drastic change of 
the formulation. 
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APPENDIX A: PROOF OF THEOREM 1 

Let us prove that 

f'fl (Ho) C f'fl (H) C f'fl (H~). (AI) 

Let 5;; (Ya) be smooth functions with compact supports 
from L 2(R;a) and define the densities Pa and the functions 
5 a+ (Ya) by (28) and (29). 

The representations (28) and (29) give us a possibility 
to reconstruct the components Ua , a = 0,1,2,3 with arbitrary 
elements UaEf'fl (H:.> and UoEC 0' (R6 \.r). The element 
q; = {u a } defined in such manner, belongs to the domain 
f'fl (H ~). To prove this it is sufficient to verify that the inter­
nal components UaEf'fl (H~·) or, what is the same, that the 
functionssa+EW~(R;). " 
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The simple layer potential Rf/Jp given as a function on 
the cylinder r a' a =/=/3 is not a smooth function in the neigh­
borhood of the set r 0 = n a r a' If a = /3 then the smooth­
ness of Rf/Jp is defined by the smoothness of its density pp. 
Nevertheless, the average (Rf/Jp,lPa) (Ya) on the section {ya 
= const} of the cylinder r a is the W~ smooth function. The 

proof of the last statement is based on the following local 
representation: 

Rf/Jp (X) = ! dist(X,r p )pp (Sp) + Ro(X), 

which takes place for the smoothpp . Here, Sp is the projec­
tion of the point X on the cylinder r p and Ro(X) is a smooth 
function. In fact, one must verify the smoothness of the aver­
age (dist ( . , r p ),lP a ) (Ya ) in the neighborhood of the set r 0' 

considered as a function of the distance between the plane 
{ya = const} and the set r p' It can be done immediately. 
Thus we have proved that (A 1) is true. 

As a consequence of (AI), the closure of f'fl (H) coin­
cides with the total Hilbert space .\). 

To prove the symmetry of the operator H, one must 
calculate the boundary form 

J(q;,'Y) = (Hq;,'Y) - (q;,H'Y). (A2) 

In order to estimate the contribution of the external 
channel operator into the total boundary form (A2), it is 
convenient to make such calculations for a system of smooth 
"parallel surfaces": 

r1 = {X: dist(X,r) =D}, 15>0, 

r~c5 = {X: dist(X,ro) = M}, 15>0, 

in the limit 15-0. The integration over the pieces r1 
n{x: dist(X,r a) ;;;.6<5} gives the sum of the integrals over 
the cylinders r a when 15-0. The contribution from the inte­
gration over r~c5 n{x: dist(X,r 0) ;;;'D}, 15-0, vanishes, if 
the simple layer potentials Rf/Ja were generated by smooth 
densities. It takes place because such simple layer potentials 
ReP a have both uniformly bounded values and bounded nor­
mal derivatives on the surface r~c5' 

Thus the calculation of the boundary form correspond­
ing to the external channel can be reduced to the evaluation 
of the contribution from every cylinder r a: 

J(uo,Vo) = ± lim f dSa (anUOvo - anVOUO)' 
a=16-1oJr~=raXR~a 

The external components uo,voEf'fl (H) satisfy the boundary 
conditions (22), (23), in the form (28), (29). So, the contri­
bution into the external boundary form can be written as 

lim f dSa ([ anUO] r Vo - uo[ anvo] r ) 
8 ___ 0 Jr~ a a 

= La dSa [ (~Rf/JP(Vo»)lPaS;;(Ua) 

- ~ Rf/Jp (uo)s a (Va )lPa ] 

= - J dYa<Sa-(Ua)S:(Va)-S:(Ua)Sa (Va»)' 

This coincides with the contribution from the boundary 
form of the operator H:~ acting in the internal channel.\)~. 
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Hence, the total boundary form (A2) is equal to zero. In 
other words, the operator B is the symmetric one. 

To prove that the operator B is bounded from below 
consider its quadratic form on the domain ~ (B) [We omit 
here, for simplicity, all energy-independent potentials 
va(xa ) in the external-channel Hamiltonian Hex.]: 

a 

Integrating by parts 

(Bo/L,o/£) = IIVuoili '(RO) - ~ 1, dSa [an Uo lr" Uo 

+ I {(A :"Ua'Ua ) + IIVua II~'(R;)} , 
a 

(A3) 

one can show that the boundary terms in (A3) can be esti­
mated by the Dirichlet form of the operators - flx and 
- fly" and also by the norms of the elements from the exter­

nal and internal channels. 
First, let us estimate the quadratic form of the operator 

A :,,' In the representation 

(A4) 

the boundary values S ;; are not arbitrary but are connected 
by the relation 

S;;«()a,(Ja ) = «Aa -i)ua'()a) -Sa+(Aa()a'()a)' 
(A5) 

This formula can be derived immediately from the condi­
tion7 ()al(A - i)ua, where ()a is the generative element of 
the Hamiltonian Aa. By the relation (A5) one can estimate 
the L 2 -norm of the boundary vector S;; : 

lis;; IIL'(R;) <C [lis a+ IIL'(R;,,> + lIua 1I.i)::']' (A6) 

By means of decomposition (A4) we have 

lIua II.I)::'<C [llua II.I)~' + lis: IIL'(R;) + lis ;-IIL'(R;) ] 

<C [ lis a+ IIL'(R~) + lIua 1I.i)~:']' 

By the equality 

A :"ua = Aaua - S a+ wa- + S a- wa+, 

(A7) 

and under the assumption that the operator Aa is bounded, 
one has 

Then, taking into account (23) one can estimate the qua­
dratic form (A8) in terms of the external element 

(A9) 

Therefore, 

I ~ (A ~ua,ua) I <C [~ (llua II~~ + lIuolli'(r,,) ) ]. 
(AlO) 

By the condition (22) and the relations (A6),(A9) we ob­
tain 
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!~ L"dSa [anUo]r)io! 

<C [~ ("Uo"i'(r,,) + lis a-II~'(R;) ) ] 

<CI (IlUall~~,+ lIuollhr,,»). (All) 
a 

Using the embedding theorem 

f IUol 2 dS <C(8 f IVuol 2 
dX + ~ f IUol

2 
dX), 

£ 0 (AI2) u> , 
and collecting together (AlO)-(AI2) we have 

(Bo/L,o/£»(1- 8C)IIVuolli'(R") 

+ ~ IIVua II~~, - ~ lIuolli'(R") 

- CI lIuall~~· 
a 

If 8C < I then 

(Bo/L,o/L) >max{ ~,C }[lIuoll.~<x + ~ IIUall~::'] 
= - Cllo/LlI1· 

It means that the operator B is bounded from below. So, 
Theorem I is completely proved. 

Let us make some comments about essential points of 
the proof. The most important question concerns the pres­
ence of three-body forces in the model. From the geometrical 
point of view such kind forces are connected with the bound­
ary conditions, which may be stated on the manifold 
r 0 = n a r a' The deficiency subspaces of the operator Ho' 
corresponding to the manifold r 0' are parametrized by sim­
ple layer densities belonging to the Sobolev class W 2- 3/2. In 
order to conserve the pair character of the boundary condi­
tions (28),(29) we do not include such deficiency elements 
into the domain ~ (B). 

APPENDIX B: PROOF OF THEOREM 2 

Let us check the Fredholm nature of Eq. (57). Al­
though the potentials Wa (z) are energy-dependent integral 
operators for variable Ya [see (48) and (49)] the kernels 
VaGa (S,X',z) have both standard analytical properties in 
the variable z and standard asymptotical behavior in the 
variables S,X', which are typical for analogous kernels in the 
potential model20 and in the boundary conditions model. 10.11 

The representation (18) of the operator Ha ensures va­
lidity of the relation 

VaGa(z) =~i dAvaga(A)rba)(A-Z), (BI) 
2m j:/" 

whereg(z) is the generalized Green's function of the "opera­
tor" from Eq. (17) and V(z) is the integral operator in the 
representation (15) such that 

w(z)· = 8yv(z), (B2) 

u(x,x',z) = -tp(x)fl(z) tp(x'). (B3) 

The Hamiltonian h of the two-particle system has both a 
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discrete and continuous spectrum. We shall consider the sit­
uation when the Hamiltonian h has one bound state X of 
energy - x 2

• The corresponding decomposition of the ker­
nel vg(z) looks as follows 

vg(x,x',z) = -q?(x)X(x')[ (z + x2 )No]-1 

(B4) 

where 

N6 = - ! [~-I(Z) - (go(z)q?,q?)] Iz~ -x', (B5) 

andgo(z) = (h ex - z) -I is the resolvent of the s.a. operator 
hex. 

The decomposition (B4) leads to the following repre­
sentation of the kernel VaGa (z): 

VaGa = VaG~ + VaG~, 
where 

VaG~ (S,X',z) = -q?a (sa )Xa (x~)N o~ I r6a) 

X (Ya - Y~,z + x 2
) 

(B6) 

(B7) 

and S= {sa,Ya}' saEYa' YaER~". The kernel VaG~ de­
scribes the contribution from the continuous spectrum. 

We shall need the asymptotic of the kernel Va G ~ 
(S,x',z) when x~ --> 00. This asymptotic can be obtained by 
the saddle-point method21 from the asymptotic of the corre­
sponding kernel vg" related to the two-body problem, 

vgC(x,x',z) .~ -q?(x) < 1// + ) q?) exp{i~lx' I} . 
x - 00 P' d(z)41Tlx'l 

(B8) 

Here, ¢~ + ) is the wavefunction of the continuous spectrum 
corresponding to the operator h ex, p = - ~x' and 

d(z) = ~-I(Z) - (go(z)q?,q?). (B9) 

Then the asymptotic of the kernel VaG~ (S,X',z) when x~ 
--> 00 looks as follows: 

X exp{i~La,,} L a~ 5/2.7 a 
2 A-

X (zcos Wa,x'). (BIO) 

Here, La is the eikonal20 that corresponds to the propaga­
tion ofth~ ray from the point {O,Ya} to the point {x~'Ya}: 

La..<Ya,x') = [lx'1 2 + (Ya _y~)2]1/2. (BII) 

The function .7 looks like 

Ya(z,x') = -d;;l(z)(¢~a+),q?a)' 

where Pa = - ~x~ and 

Co(z) = (1/41T)(i(~/21T»3/2, 

cos Wa = Ix~ liLa". 

(BI2) 

(B13) 

Using the relations obtained above one can notice that 
the asymptotic and analytic properties of the kernels VaGa 
coincide with those of the usual three-body problem with 
energy-independent potentials.20 Hence, one can prove the 
Fredholm property for Eq. (57) using the techniques, pro-
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posed in Refs. 10 and 11. Namely, the kernels Va and Ga 
have the singularities IYa - y~ 1- I and ISa - S P 1-4

, respec­
tively. Consequently, a restriction ofthe operators Va Ga to 
any bounded part of the surface r = U a r a leads to a com­
pact operator, because dim r a = 5. On the other hand, be­
cause of the slow decrease of the kernels VaGa(S,S',z) at 
infinity, the operator B(z) is not compact. However, due to 
the Faddeev structure of the operator B(z), the arguments of 
the kernels Va Ga are located on different cylinders r a and 
r (3' a =!=f3 and during the iteration procedure the products of 
operators Va, Ga, Va, Ga . . ,. Va" Ga" only occur and a i 

=!=ai+I' 
Using the representation (B6) one can pick up terms of 

the following types in the kernels of the operators B n(z): 

(1) The products Va, G~, ... Vap ~j' •• Va,.G a" which 
contain not less than one operator VaG~ corresponding to 

j j 

the discrete spectrum of the two-body subsystem Hamilto-
nian; 

(2) The product Va, G~, ... Va" G~" which contains op­
erators corresponding to the continuous spectrum only. 

Due to the existence of the exponentially decreasing ei­
genfunctions X{3 (xp) in the kernel V{3G~ the asymptotics of 
the first-type kernels (which have Va, G~, and Va" G~" at the 
beginning and at the end of product, respectively) is de­
scribed in terms of spherical waves in R6. 

The asymptotic of the second-type kernels can be inves­
tigated by the stationary-phase method. 21 Due to the exis­
tence of the phase with the eikonal L{3" in the asymptotics 
(BIO) of the kernel V{3G'/l, the phase of the integrand is 
defined by the sum of distances between the points located 
on the cylinders r a , r a , .. " r a axes {O,Ya}' YaER3. 

I ~ 1/ " 

Minimalization of such a sum in the framework of the 
stationary-phase method gives the length of the trajectory of 
the ray that goes from the point S ~ = {O,y~ } to the point 
Sa, = {O,Ya) by reflecting on the"cylinder~ r a, , ... ,r a", 
axes. As a result one can obtain the description of the asymp­
totics in terms of the corresponding eikonal. 20 If such a pro­
cess is impossible, i.e., the corresponding minimalization 
leads to a spherical eikonal IS I + IS' I, the kernel 
Va G ~ ... Va G ~ asymptotically turns in a product of 
spheri~al wa~es i~ R6 in variables Sand S' when Sand 
S' --> 00 • Maximal number N max of possible reflections on the 
cylinders axes is defined by the angles between these axes. 
Thus the nth power B n(z) of the operator B(z) is a compact 
operator in a proper Banach space when n > N max' Hence, 
the Fredholm alternative applies to Eq. (57). The first state­
ment of Theorem 2 is proved. 
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The low-frequency moments of the scattering amplitUde are utilized in order to identify the 
capacity, the center, and the orientation of an acoustically soft scatterer. 

Let the closed, connected, and smooth surface S de­
scribe the boundary of an acoustically soft scatterer, whose 
exterior is denoted by V. The scatterer is excited by the plane 
incident wave 

CP(r,t) = ei(k'r-cutl, (1) 

where k stands for the propagation vector and (J) is the angu­
lar frequency. Suppressing the harmonic time dependence 
exp( - i{J)t) and introducing the time-independent total 
field 

\If(r) = e'k•
r + u(r), (2) 

with u(r) being the scattered wave, we arrive at the follow­
ing direct scattering problem. I We need to find the field 
\If(r) that solves the boundary value problem 

(.:1 + k 2)\If(r) = 0, reV, (3) 

\If(r) = 0, reS, (4) 

a,u(r) - iku(r) = O( lIr 2
), r ..... + 00. (5) 

Utilizing the analyticity of the total field at the point k = 02 

we can introduce the low-frequency expansion3
•
2 

\If(r) = f Uk)n <l>n (r), 
n=O n! 

(6) 

and reduce the problem (3 )-(5) into a sequence of bound­
ary value problems for the low-frequency coefficients cP n' 

n = 0,1,2, ... that can be solved iteratively. Specificly, the co­
efficient CPn has to satisfy the following exterior problem:4 

.:1CPn (r) = n(n - 1 )CPn _ 2 (r), reV, (7) 

CPn (r) = (kor)n - _1_ nil ( n ) i Ir - r'IP 
41T p =0\P+1 s 

(8) 

Xan,<I>n_p_1 (r')ds(r') + O(lIr), r ..... 00. 

(9) 

The normalized scattering amplitude g(r,k) that appears in 
the asymptotic expansion 

u(r) =g(r,k)(eik'/ikr) + 0(1/r2), r ..... + 00, (10) 

and assumes the integral representation 

g(r,k) = - :~ L e - ikior' an' \If(r')ds(r'), (11) 

yields the following low-frequency expansion:4 

g(r,k) = nto Uk~;+1 pto C)( -1)P+IM~2p(r), 
(12) 

where 

M~2p(r) = 4~ L (r-r')p an,cpn_p (r')dS(r') (13) 

stands for the low-frequency moment of order p generated 
by the (n - p) coefficient. 

The inverse scattering problem we want to consider here 
concerns the recovery of information about the shape and 
the orientation of S from the knowledge of the scattering 
amplitUde. 

As it is seen from (12) all the information about the 
shape and the orientation of the scatterer is hidden in the 
low-frequency moments M<,:'2p (r) and we want to investi­
gate the particular information carried by each one of the 
first few of them. 

As it is well known, 5,2 

(14) 

where C denotes the electrostatic capacity of the scatterer. 
Many estimates for the capacity of a body can be found in 
Ref. 6. 

The low-frequency moment of the first order generated 
by the CPo coefficient is given by 

M bI1(r) = ro[ 4~ i r' an' CPo (r')ds(r') ]. (15) 

The expression in brackets defines a fixed vector that is noth­
ing else but the "center" of the scatterer with respect to the 
surface measure induced by the normal derivative of the 
electrostatic potential CPo. Consequently, the center of the 
scatterer is given by the vector 

ro = _1_ r r' an' <1>0 (r' )ds(r'). (16) 
41T Js 

If we choose r 0 to be the origin of the coordinates, then 
M b 11 (r) vanishes. Furthermore, if the scatterer has inver­
sion symmetry (reS implies - reS) then 

Mb2n + 11 (r) =0, n=0,1,2, ... , 

while 

Mb2n1 (r)¥=0, n=0,1,2, .... 

(17) 

For the low-frequency moment of the second order that is 
generated by the potential CPo we obtain 

Mb21 (r) = r ® r:[ 4~ i r' ® r' an,cpo (r')dS(r')]. (18) 

The quantity inside the brackets is a real symmetric tensor 
and it is identified with the inertia tensor of the scatterer with 
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respect to the surface measure 

dmo(r) = an 4>0 (r)ds(r). 

Consequently, the diagonalization of 

Mo =_1_ (r®rdmo(r) 
417' Js 

will reveal the principal directions of the scatterer. 

(19) 

(20) 

Therefore, if the first three low-frequency moments gen­
erated by the leading low-frequency approximation are 
known, then (i) a first estimate of the volume of the scatterer 
(via its capacity6) can be found, (ii) the center ofthe scat­
terer can be evaluated, and (iii) the orientation of the scat­
terer (through its principal axes) can be specified. Once 
these three characteristics are obtained, we choose a coordi­
nate system with its origin at the center of the scatterer and 
with axes along its principal directions. This particular 
choice of coordinate system could be the starting point for 
applying the more elaborate inverse scattering techniques of 
Angell et 01., 7 Colton and Monk,8 or Kirsch and Kress9 that 
will provide the detailed characteristics of the scatterer. Of 
course, the above steps require a first approximation to the 
position of the scatterer in space, but this can be accom­
plished (as Sleeman has indicatedlo ) by using a least­
squares search II to localize the scatterer. 

It is of interest to note that for the case of an ellipsoid 
centered at the origin4 

an 4>0 (r) = 2( ~ai - J1,2 ~ai - ,? 

x(+oo dx )-1 (21) 

Jo ~x+ai~x+ai~x+a~ , 
where a l > a 2 > a 3 > 0 are the three semiaxes of the ellip­
soid and f./" v stand for the angular ellipsoi.ial coordinates, 
and 

(
(+00 dx )-1 

X 3 Jo ~x+ai~x+ai~x+a~ 
(22) 

Using a method essentially equivalent to the one devel­
oped in Ref. 12, we can show that for the case of an ellipsoid 
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M ~O) and M a2
), or C and M o, are enough to uniquely identi­

fy the size (three semiaxes) and the orientation (three Euler 
angles) of the scatterer. Evidently, the restriction of our re­
quirements to just two low-frequency moments generated by 
the electrostatic potential for the case of an ellipsoid reflects 
the simplicity and the symmetry of this particular scatterer. 
On the other hand, we observe that the electrostatic poten­
tial 4>0 is the only low-frequency coefficient that enters every 
term of the expansion (12) for the scattering amplitude. It 
seems that it is possible to recover the geometry of "reasona­
ble" scatterers from a knowledge of all the low-frequency 
moments generated by 4>0' i.e., we can state the following 
conjecture. 

Conjecture: If all the low-frequency moments 
{M~n)(r)}:=o are known on the unit sphere then the sur­
face S of the scatterer can be recovered. 
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For systems of rigid bodies and mass points, the general form of summational invariants will 
be derived using some results of Amigo and Reeh [J. Math. Phys. 24, 1594 (1983) ] . 

I. INTRODUCTION AND RESULTS 

Recently, Amigo and Reeh derived the structure of 
summational invariants of a system of mass points. I Under 
reasonable physical conditions these are of the form 

J;(x,p,t) = AI(p2/2mJ + Blop + B2(xXp) 

+ B3or; +A2(por;!m;) +A3(r7/m;) + kif 
(1) 

with r;: = mix - pt in the Galilei invariant case. Only the 
constant k; may depend on the particle under consideration 
(see the Appendix). Under reasonable conditions the ex­
pressions -r7 and _r;op appear only in the case of the very 
special interaction potential Vij: = a/lr; - rjl2 between all 
particles of the system (for more details cf. Ref. 1). In this 
paper I shall study a system of rigid bodies and mass points. 
The subsystem of the mass points is assumed to obey the 
conditions on the results of Ref. 1 (i.e., the interaction 
between the mass points has to be sufficiently "strong"). 
These will be used to derive the general form of summational 
invariants of this system in the frame of Galilei invariant 
mechanics (for a general introduction into this field see 
Refs. 1 and 2 and the literature cited there). 

Consider a system of n rigid bodies and m (m > 1) mass 
points. If one denotes the coordinates and the momentum of 
the center of mass of the ith rigid body by Xi (t) and p; (t), 

the angular momentum relative to its principal axis system 
by s;, and its Euler angles by IJI;: = (t/ljJ;.¢;) (i = 1, ... ,n) 
one can describe a state of this system by a point 

(XI (t),PI (t), Sl (t),IJI I (t)"",xn + m (t),Pn + m (t», 

in the phase space r, where the indicesj = n + 1, ... ,n + m 
are related to the mass points. 

For the systems considered here it is assumed that the 
interaction between the particles decreases sufficiently fast 
such that the following assumptions hold (for more details 
see Ref. 3). 

Ao Asymptotic condition 

Let x1x(t) and p1x describe the free motion and s~x and 
lJI~x(t) the free rotation of a particle. Then there are orbits 
(xl(t), ... ,Pn+m(t» in the phase space of the system such 
that 

0) Permanent address: Institut fUr Theoretische Physik III, Universitiit 
Diisseldorf, Universitiitsstr. I, Geb. 25.32, D-4000 Diisseldorf I, West 
Germany. 

( {
int .... -oo}) i = 1, ... ,n; k = 1, ... ,n + m; ex = . 
outt .... + 00 

B. Asymptotic completeness 

The set of all (asymptotically) free incoming states is 
equal to the set of all free outgoing states and to the set of all 
free states up to sets of measure O. 

C. Cluster condition 

For any of the particles one can find initial conditions 
(i.e., for t-- - 00) such that it never interacts with the rest 
of the system. 

A function, 

l'{x i (t), PI (t), SI (t) ,lJI I (t), ... ,xn + m (t), Pn + m (t); t), 

on the phase space of the system is called summational invar­
iant if there are functions 

J;(x(t),p(t), s(t),lJI(t);t) resp . .t;(x(t),p(t);t) 

corresponding to the particles of the system with 

l'{x;n (t) , ... ,p~ + m ;t) 
n n+ m 

_ ~ r ( in in in \T,in.t) + ~ r ( in in.t) - ~ J; X; ,Pi ,S; ,r;, ~ Jj Xj 'Pj' 
;=1 j=n+1 

n n+m 
= ~ r (X,:,ut pout sout lJIout.t) + ~ r (Xout p,:,ut.t) 

~J; I' I 'I , , , 4.t Jj J 'J ' 
;=1 j=n+1 

= F(x~ut(t), ... ,p~U! m;t), 

andd /dt/k = 0 (k = 1, ... ,n + m) for all asymptotic orbits. 
The/k may be different for different particles. The function 
F is not necessarily conserved along the actual path of the 
interacting system. 

From Sec. I C it follows that the addition offurther par­
ticles to a certain system does not increase the number of 
independent invariants. Therefore, it is sufficient to consider 
all possible two-particle subsystems and derive the structure 
of their summational invariants. The invariants of the sub­
system of the mass points are known according to Ref. 1 and 
are of the form (1). Now the notation is slightly altered: the 
indices "ex" are dropped. The mass points coordinates be­
fore resp. after the interaction are labeled by the index 1 resp. 
3, the rigid bodies by 2 resp. 4. The equation under consider­
ation obtains the form 

t.(XI,PI,t) + h(X2,P2,~,lJI2,t) 
=/I(X3,P3,t) + h(X4,P4,S4,lJI4,t) 
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for all incoming and outgoing states related by a realizable 
scattering process, with/, of the form (1). 

To answer the question whether there are, besides the 
ten classical conservation laws, additional summational in­
variants that show up only on the manifold of physically 
realizable scattering events U, one has to examine carefully 
its structure that is determined by the interaction. Ifthere is 
no interaction at all, any function that is constant for free 
orbits is a summational invariant of the system. Therefore to 
get reasonable results one has to find physically realistic as­
sumptions on the interaction. The first idea one might have 
is to postulate that U contains a full open subset of M, the 
scattering manifold that is constrainted by the ten classical 
conservation laws. But for general summational invariants 
depending on positions and momenta (and Euler angles and 
angular momenta) this is impossible (a detailed discussion 
of this problem is given in Ref. 2). So one has to extract the 
essential features from a not-to-ill behaved interaction. 

One should expect that there is scattering. The scatter­
ing should be continuous in the sense that small changes of 
the ingoing states should lead to small changes of the outgo­
ing states (at least on an open subset of U). There should 
exist scattering events that, keeping the outgoing momen­
tum (angular momentum) fixed, result in a set of outgoing 
angular momenta (momenta), i.e., the outgoing linear and 
angular momenta may be varied separately by changes of the 
ingoing states. And there should be scattering events that 
change the energy of rotation. These assumptions form the 
essence of the propositions of the central theorems of this 
paper. 

To deal with the difficulties that arise from the compli­
cated motion of a rigid body (even in the free case), two 
simplifications will be made: As indicated by the title of this 
paper, systems consisting purely of rigid bodies will not be 
discussed, but the case that a subsystem of "auxiliary" mass 
points with well-known summational invariants is added. 
This allows the reduction to a one-body problem. By virtue 
of the cluster condition the interaction between the rigid bo­
dies no longer affects the form of the summational invariants 
related to them. In this sense the mass points carry the "ef­
fective" interaction of the rigid bodies (if there is more than 
one). Second, the dependence of the /; on the Euler angles 
will be dropped. Thus one circumvents the difficulties that 
are induced by the fact that there is no further a priori con­
servation law related to the angle variables and the angular 
momenta analogous to the conservation of the center of 
mass. With respect to the rigid body one arrives at a situation 
similar to the case of pure momentum dependence in the 
mechanics of mass points. 

To sum it up: We are interested in the solution of the 
following equation: 

I, (xHp"t) + h(X2,P2,S2,t) 

(2) 

for all states related by a realizable scattering event. 
As a first step we consider a system that is constrained to 

a plane, the angular momenta of all particles being parallel to 
the planes normal vector. Due to the geometry of this system 
the conditions on the interaction have a considerably simple 
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physical content, namely the existence of at least one nontri­
vial scattering event ( 1.1 ) and continuity ofthe scattering in 
the neighborhood of "forward scattering" in the space of the 
angular momenta s (1.2). 

Theorem 1: Consider a system of n rigid bodies and m 
(m > 1) mass points obeying the conditions stated above. 
The scattering is assumed to be constrained to a plane. Let 
the interaction between a mass point and a rigid body in any 
two-particle subsystem fulfill the following conditions: 

( 1.1) For almost all incoming angular momenta S2 ex­
ists a realizable scattering process with P4 - P2#0. 

( 1.2) The scattering is continuous in the sense that for 
almost all incoming angular momenta S2 one can cover al­
most an open neighborhood of S4 = S2 with scattering events. 

(1.3a)hEC', ifA2 =A3 = 0[A2, A3 from (1) forh]. 
(1.3b) hEC 2, if A2 or A3 #0. 

Thenh has the following structure: 

};(X,p,s,t) = AI [p2/2m2 + s2/202] + Blop 

+ B2(xXp + s) + B3
or4 + k2' 

where r2: = m2x - pt. Only the constant k2' beside the mass 
m 2 and the moment of inertia O2, may depend on the particle 
considered. 

For a system that is not SUbjected to any a priori con­
straints, the conditions on the interaction have to be strong­
er. Conditions (2.1) and (2.2) secure that the outgoing lin­
ear and angular momenta may be varied sufficiently 
independent of each other. Condition (2.3) postulates, in 
analogy to (1.2), the continuity of the scattering in the 
neighborhood of "forward scattering" with respect to the 
angular momenta s. 

Theorem 2: Consider a system of n rigid bodies and m 
(m > 1) mass points obeying the conditions stated above. 
Let the interaction between a rigid body and a mass point in 
any two-particle subsystem obey the following conditions: 

(2.1) For almost all incoming angular momenta S2 one 
can reach at least three linear independent vectors 
p*: = P4 - P2' depending on S2' by realizable scattering pro­
cesses. 

(2.2) For almost all incoming angular momenta S2 one 
can find a p*#O with P*)(S2#0 such that one can reach 
three linear independent outgoing angular momenta S4 by 
realizable scattering events, keeping ~ and p* fixed. 

(2.3) The scattering is continuous in the sense that for 
almost all values of the amount of the incoming angular mo­
menta one can cover almost an open neighborhood of 
IS41 = IS21 by realizable scattering events. 

(2.4a) Let};EC I, if A2 = A3 = O. 
(2.4b) Let};EC 2, if A2 or A3#0. Assume that there 

exists at least one scattering event which changes the energy 
of rotation and the momentum ofthe rigid body. 

Then}; has the following structure: 

f 2 (x,p,s,t) =AI --+ L --. + B,op [ 
p2 3 (,yi)2] 

2m2 j~ I 20~ 

+ B2(xXp + s) + B3
or2 + k2' 

with r2: = m2x - pt. Only the constant k2' beside the mass 
m 2 and the moment of inertia O~, may depend on the parti-
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cle. As a result of this paper, it turns out that there are no 
further summational invariants of a system of rigid bodies 
and mass points besides the a priori known ones. The two 
additional invariants for systems with 11,-2 interaction po­
tentials do not occur in the case of interaction with rigid 
bodies. 

II. PREPARATIONS FOR THE PROOF OF THE 
THEOREMS 

The explicit time dependence of the Ik may be removed 
by the transformations: (x,p,s,t) -+ (r,p,s) and 
(x,p,t) -+ (r,p). There are continuously differentiable func­
tionsJ(r,p,s) andf(r,p) with 

J(r,p,s) =j(x,p,s,t) and Jj(r,p) =Jj(x,p,t), 
where r = mx - pt. 

Now the problem can be reformulated as follows: We 
are interested in the solution of the functional equation 
(identifyingJk with/k for convenience): 

II (rl,PI) + Iz(rz,pz,sz) 

(3) 

whenever (r l,PI, ... ,r4,P4,s4)EUCM. The ten a priori conser­
vation laws can be used to replace the expressions in the 
coordinates of the mass points by those in coordinates of the 
rigid body. There are two possibilities. 

(i) The expressions - r'p resp. - rZ are not invariants of 
the subsystem of the mass points (i.e., Az = A3 = 0). With 

[ 
pZ 3 (si)Z] 

F(r,p,s):=.h(r,p,s) -At -+ I --. 
2m2 j= I 2e~ 

- BIP - Bz'[ (1Im z)rXp + s] - Bz·r, 

one obtains from (3) by insertion: 

(4) 

whenever (rZ,P2,s2,r4,P4,s4)EV, where V denotes the Galilei 
invariant subset of U of realizable in and out states of the 
rigid body. 

(ii) The expressions - r'p resp. - r2 are invariants of the 
subsystem ofthe mass points (i.e., A2 or A3 #0). If there is 
no functiong(r,p,s) of the coordinates of the rigid body such 
that the following equation holds: 

(1lm t )(ari + brl'pt) + g(r2,P2,s2) 

(5) 

whenever (rl,. .. ,s4)EU, for any choice of a#O or b #0, then 
the terms - r2 and - r'p cannot be summational invariants 
of the whole system. ThusA2 andA3 have to vanish and one 
is led back to case (i). 

Now the problem to find a solution of( 3) is reduced to 
solve ( 4 ), which depends only on the coordinates of the rigid 
body, and to show that there is nog(r,p,s) that solves (5) for 
any nontrivial choice of a and b (i.e., a or b #0). 

A. Some conclusions from Galilel invarlance 

Since the angular momentum S2 ofthe rigid body is mea­
sured relative to its fixed center-of-mass system it is invar­
iant under translations and boosts. As the states considered 
are free asymptotic states, the momenta and angular mo-
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menta do not depend on time. It is suggested that we exam­
ine the behavior of a solution of ( 4) under infinitesimal Gali­
lei transformations. Applying (i) an infinitesimal 
translation, (ii) an infinitesimal boost, (iii) an infinitesimal 
rotation, and (iv) an infinitesimal time shift one obtains, 

(6) 

(ii) Vp F(r2,P2,s2) = Vp F(r4,P4,s4), (7) 

(iii) [(P2 - P4) XVp + (r2 - r4) XVr + szXVs ] 

xF(rZ,P2'SZ) 

= s4xVsF(r4,P4,s4)' (8) 

(iv) P2,VrF(r2,P2,s2) = P4'VrF (r4,P4,s4), (9) 

if (rz, ... ,S4)EV. 
The same steps [except (iii)] applied to (3) lead to 

mtV Jt(rt,pt) + mzV ~(rz'pz'sz) 

= mtV J; (r3,P3) + mzV ~(r4,p4,s4)' 

mtVJt(rt,pt) + mzVr.h(rz,pz,sz) , 

m tVJt(r3,P3) + mzVr.h(r4,P4,s4)' 

p\,VJt(rt,pt) + Pz·Vr.h(rz,pz,sz), 

P3,VJt(r3,P3) + P4·Vr.h(r4,P4,s4), 

if (r t,. .. ,s4)EU. 

III. PROOF OF THE THEOREMS 

( 10) 

(11 ) 

(12) 

The proof will be carried out in two steps. First it will be 
shown that a solution of (4) is, in case of Theorem 1, a 
continuously differentiable function k(A.,jt,n) (see below) 
that is constant in any fixed inertial frame and is a constant k 
in the case of Theorem 2. The second step will lead to the 
conclusion that there is no solution g(r,p,s) of (5) for any 
nontrivial choice of (a,b). 

In the case of Theorem 1, consider any arbitrary inertial 
system and let n be the normal vector of the scattering plane. 
Due to the geometry of the problem, the expressions 
rz·n = r4'n = :A. and pz'n = P4'n = :jt are constants of mo­
tion. Therefore any function k = k(A.,jt,n) is a solution of 
(4) and is constant for any given inertial system. Let P(sz) 
be the set of all p*: = P4 - pz that can be reached by realiza­
ble scattering events, keeping 52 fixed. Also, P is invariant 
under boosts and translations. Given any solution F of ( 4 ), 
inserting (6) into (9) yields 

(pz - P4)'VrF(rz,pz,5z) = - p*'VrF(rz,pz,sz) = 0, 
( 13) 

for all states related by a realizable scattering process. Equa­
tion ( 13) is Galilei invariant, thus one has in the lab system 
of the rigid body p*VrF(O,O,sz) = Oforallp*EP(5z). Due to 
( 1.1 ) there is for almost all 5z at least one p* # 0. Therefore, 
P(5z) contains a circle in the scattering plane consisting of 
all P*' obtained by rotation of the experimental setup or, 
equivalently, of the lab system of the rigid body about n. 
Thus one may deduce VrF(0,0,5z) -n for almost all 5z. 
Boost and translation yield, due to the invariance of P(sz): 

VrF(r,p,sz) -n, 
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for all r,p and almost all S2' The continuity of V ,F extends the 
statement to all s. Thus we have, instead of (4), 

F(r2,P2,s2): = G(A.,P2,S2) = G(A.,P4,S4) 

= F(r4,P4,s4), 

if (r2,P2,s2,r4,P4,s4)EV, A. = nor2 = nor4. 
Performing an infinitesimal rotation about n, (8) yields, 

after multiplication with n, 

no[ (P2 - P4) XVpG(A.,P2,S2)] 

(14) 

According to (1.1), P(S2) contains at least a circle in the 
scattering plane. Due to (14), the vector in the brackets has 
to lie in the scattering plane. This is possible only if 
V pG(A.,P,S2) -n for all P and all S2' due to continuity. Defin­
ing G(A.,p,s) = : H(A.,ft,s) one arrives at 

H(A.,ft,S2) = H(A.,ft,S4)' 

if (r2, ... ,s4)EV. Taking into account that S2 = S20n one has 
according to (1.2), 

H(A.,ft,S2on) = H(A.,ft,S4on ), 

for all S4EU(S2)' due to continuity. Thus asH(A.,ft,son) = 0 
almost everywhere. Continuity of the first derivatives of H 
yields, 

H(A.,ft,s-n) = H(A.,ft,n). (15) 

For any given inertial system H(A.,ft,n) is a constant. 
Consider now the case of Theorem 2. Let P( S2) be the 

set of all p* = P4 - P2 that can be obtained by realizable scat­
tering events, keeping S2 fixed. Consider any solution of ( 4 ). 
As in the case of Theorem 1 one gets in the lab system of the 
rigid body, taking (6) and (9) into account, 

p*oV,F(0,0,S2) = O. 

According to (2.1), Pcontains at least three linear indepen­
dent p*. Then P is invariant under boosts and translations. 
Thus 

V,FCr,p,s2) = 0, (16) 

for al1s2, due to continuity ofV,F. With F(r,p,s) = :G(p,s), 
we have, 

G(P2,S2) = G(P4,S4)' 

for all states that are related by realizable scattering events. 
Using (7) and (8) one obtains, 

(P2 - P4) XVp G(P2,S2) + S2XVs G(P2,S2) 

(17) 

Consider a pair (S2'P*) for which the assumption (2.2) is 
fulfilled. There is, specifically, an S4#0. Multiplication with 
n: = s4/1s41 yields, 

(18) 

By virtue of (2.2) there are at least three linear independent 
n that fulfill ( 18). Therefore one gets, by multiplying with S2' 

Vp G(P2,S2)o(P*XS2) = O. (19) 

Because of the invariance of n, p*, and S2 under boosts, Eq. 
(19) holds for all P2' Consider the lab system of the rigid 
body. One has, 
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(20) 

This equation is valid for all P*' that one gets by rotation of 
the relative frame about the direction ofs2. These p*'lie on a 
surface or a cone about the direction of S2' 

Due to (20), V p G(O,S2) has to be perpendicular to the 
plane that is spanned by the S2XP*'. That is possible only if 
Vp G(0,S2) -S2' For all P2 the statement follows because of 
the invariance of p*Xs2 under boosts. Thus one ends up 
with, 

Vp G(P,S2) = :g(P,S2)oS2' 

for all P and all S2' due to continuity. Insertion into (4) 
yields, 

g(P2,S2)oS2 = g(P4,S4)oS4' 

for all (P2,S2,P4,S4) that are related by realizable scattering 
events. According to (2.2) there are S4 with S2 X S4 # O. Thus 
one has 

g(P,S2) = 0, 

for almost all S2' By continuity this extends to all s. With 
G(p,s): = H(s) we arrive at 

H(S2) = H(S4)' 

for all (S2,S4) that are related by realizable scattering events. 
Insertion into (17), multiplication with S2' and (2.2) yield, 

s2XVsH(S2) = 0 

for almost all S2' Now one has VsH(s) = :h(s)os for all s due 
to continuity and therefore 

A 2 A 2 
H(S2) = H(s ), 

~r alls out ofa neighborhood of IS21 due to co~tinuity. Thus 
H(S2) is piecewise constant. The assertion H = k = const 
follows by continuity from aJI(s2) = 0 almost everywhere. 
Now we end up with, 

F(r,p,s) = k = const. 

To complete the proof of the theorems one has to consider 
the following two alternatives. 

(i) If the expressions -ropand _r2 are not invariants of 
the subsystem of the mass points (i.e., A2 = A3 = 0) the as­
sertion of the theorems follows by insertion into the defini­
tion of F(r,p,s). 

(ii) In the case that the expressions -rop or _r2 are 
invariants of the subsystem of the mass points (i.e., A2 or 
A3 # 0) one has to show for any nontrivial choice of a and b 
that there is no functiongeC 2 that solves (5). ThenA 2 andA3 
have to vanish and the assertion follows along the line of case 
(i). Proof by contradiction: consider any solution g of (5). 
Taking (11) into account one obtains 

m2oV,g(r2,P2,s2) - 2aor 2 - bOP2 

='m2oV,g(r4,P4,s4) - 2aor4 - bOP4' 

if (r2, ... ,S4)EV, keeping in mind that r l - r3 = r4 - r 2 and 
PI - P3 = P4 - P2' This is an equation of type (4) in each 
component. Using the results derived up to now one gets, 

lhs = :K = rhs, (21) 

with K = K(A.,ft,n) in case of Theorem 1 and K = const in 
case of Theorem 2. Applying an infinitesimal time transla-
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tion to (5), inserting into (21), and collecting the expres­
sions in K yields, 

(lIm l ) [2a"(c1"PI - C3"P3) + b"(pi - p~)] 

+ (llm2) [2a"(c2"P2 - C4"P4) + b"(p~ - pi)] 

= (11m2) (P4 - P2)"K = (lIm2)"p*"K, (22) 

if (c l , ... ,s4)eU. 
Consider the case of Theorem 1. Assume a#O. Per­

forming an infinitesimal translation (22) yields, 

2a'(P1 +~ -~ -pi.,) =O=p*i"(Vr )jK i(A,Il,n) 
(23) 

(j = 1,2,3; summation convention). Now one has 

0= ,r'p*i·J;.K i(A,Il,n) 

= :,r'p*i'L i(A,Il,n) (j= 1,2,3). 

and therefore p*"L(A,Il,n) = 0 for all (c2, ... ,s4)eV. 
By performing an infinitesimal time transition one ob­

tains from (22), 

[ 
pi p~ p~ pi ] 

2a' -+----- =wp*"L(A,Il,n) =0, 
m l m 2 m l m2 

for all realizable scattering events. This is a contradiction to 
( 1.2), which states that there are scattering events that 
change the translation energy. Assume now a = 0, b #0. 
Equation (22) yields 

[ 
pi p~ p~ p~ ] 1 

b· -+----- =~p*"K(A,Il,n), (24) 
m l m 2 m l m2 m 2 

for all (r l ,. •• ,s4)eU. Consider a scattering event with p*#O 
in the lab system ofthe rigid body. Then all other scattering 
events are realizable that can be obtained by rotating the 
experimental setup, or the lab system of the rigid body about 
the direction ofn. The lhs of (24) is invariant under these 
rotations, whereas P* describes a circle in the scattering 
plane. Thus K has to have constant product with all vectors 
of constant length in a plane. This is possible only if K is 
perpendicular to the plane. The result is 

2 2 2 2 
PI + P2 P3 P4 _ 0 - ------, 
m l m2 m l m 2 

for all realizable scattering events, in contradiction to ( 1.2). 
Consider the case of Theorem 2. Let a # O. An infinitesi­

mal time shift yields for (22), 

for all (PW",P4) that are related by realizable scattering 
events. This is a contradiction to (2.4b). Now let a = 0, 
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b #0. One obtains from (22): 

[ 
pi p~ p~ p~ ] 1 

b· -+----- =-(P4-P2)"K, 
m l m 2 m l m2 m 2 

for all realizable scattering events. Consider a scattering 
with P4 - P2 # O. Due to the Galilei invariance of the set of all 
physically realizable scattering events, all scattering events 
are possible that one obtains by rotating the experimental 
setup. The corresponding vectors p~ - pi lie on the surface 
of a sphere. The lhs is invariant under these rotations. The 
constant vector K has to have constant product with all vec­
tors of constant length on a sphere. Therefore one has K = O. 
Thus one obtains, 

[
2 2 2 2] 

b· ~+~-~-~ =0, 
m l m2 m l m 2 

in contradiction to (2.4b). It follows that a = b = 0 and the 
proof is completed as in case (i). 
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APPENDIX 

One of the results of Amigo and Reeh is the following 
theorem. 

Consider a system of n mass points of nonvanishing 
mass with central force interaction such that scattering in a 
neighborhood of forward scattering between each two parti­
cles occurs and depends there continuously on the impact 
parameter p. If the interaction has infinite range, it is as­
sumed to decrease such that for the scattering angle () in the 
lab systems: I() I <constlp2, IJ() IJpl<constlp3 for large p. 
Assume the.t; to be locally L I. Then 

.t;(x,p,t) =A,( p2/2m i ) + BI"p + B2"(xXp) + B3"Ci 

P"C' c2 

+A2~+A3"-' +ki' 

with Ci: = miX - pI in the Galilei invariant case and con­
stant Aj,Bj,ki • 

'J. M. Amigo and H. Reeh, J. Math. Phys. 24.1594 (1983). 
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3M. Reed and B. Simon, Methods of Modern Mathematical Physics IlL' 
Scattering Theory (New York. 1979). 
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A new general approach for investigating imperfect fluid cosmological m.odels is introduced in 
which the equations of state are completely "dimensionless." Such equatIons of state are the~ 
utilized to reduce the Einstein field equations governing Bianchi V imperfect fluid cosmologtes 
to a plane-autonomous system of equations, thus enabling the qualitative behavior of these 
cosmological models to be analyzed in a straightforward manner. ~e res.ulti~g plane- . 
autonomous system is investigated. Finally, exact solutions of the Blanchl V Imperfect flUld 
field equations in the case when the equations of state take on a particularly simple form are 
discussed. 

I. INTRODUCTION 

In a recent paper! (hereafter referred to as paper I) 
Bianchi V imperfect fluid cosmology was investigated. [For 
brevity, we will adopt the notation that an equation or refer­
ence in paper I will be referred to using a label I]. It is of 
interest to study cosmological models with a richer struc­
ture, both geometrically and physically, than the standard 
perfect fluid Friedmann-Robertson-Walker (FRW) mod­
els. Bianchi V models are of particular interest since they are 
sufficiently complex (e.g., the Einstein tensor has off-diag­
onal terms) while, at the same time, they are a simple gener­
alization of the negative-curvature FRW models. Cosmolo­
gical models that include viscosity have been investigated in 
an attempt to explain the currently observed highly isotropic 
matter distribution (11-13) and the high entropy per baryon 
in the present state of the Universe (14, IS), and in order to 
further study the nature of the initial singularity (16) and 
the formation of galaxies (13). Models that include heat con­
duction have also been studied in spatially homogeneous 
cosmologies (in particular, see 17). The motivation and 
background for this research is discussed in more detail in 
Ref. I. 

In MacCallum2 a general class of Bianchi models were 
studied [all class A models, and the set of class B with 
n~ = 0 (a = 1,2,3)]. In this class (that contains the Bianchi 
V models) the general exact (two-parameter) orthogonal 
perfect fluid solution is known up to quadratures3

• Collins4 

has investigated a certain subclass of this class of models 
whose equations reduce to an autonomous system and are 
therefore susceptible to a qualitative analysis utilizing geo­
metric techniques. More precisely, Collins studied a subclass 
of perfect fluid, nonrotating, spatially homogeneous cosmo­
logical models with equation of state p = (r - l)p and zero 
cosmological constant. In particular, this subclass includes 
the (not necessarily LRS) Bianchi V models (see Fig. 3, in 
Ref. 4). Later, this subclass was extended to include perfect 
fluid LRS Bianchi models (again including type V models) 
with tilt.s 

Here, we shall use the techniques and notation of Refs. 
2-5 to reduce the differential equations governing the Bian­
chi V imperfect fluid cosmological models under considera-

tion to a plane-autonomous system of equations. 
More precisely, in this paper we will investigate a class 

of phenomenological equations of state (for the pressure and 
coefficients of bulk and shear viscosity) in imperfect fluid 
cosmological models. This general class of equations of state 
is characterized by the fact that completely dimensionless 
quantities are inter-related (i.e., the equations of state are 
"dimensionless"). It is noted that this class includes as spe­
cial cases all the most commonly considered equations of 
state. This procedure amounts to introducing a new ap­
proach for dealing with equations of state in cosmology, an 
approach that is quite general, but for illustrative purposes 
we restrict our attention to Bianchi V cosmologies. The fea­
ture of this class of greatest interest here is that equations of 
state of this type are the most general under which the result­
ing Einstein field equations reduce to a plane-autonomous 
system. 

The analysis will consequently enable us to write the 
Bianchi V imperfect fluid field equations as a plane-autono­
mous system. This in tum will enable us to analyze the quali­
tative behavior ofthese cosmological models in a straightfor­
ward manner. The plane-autonomous system is studied 
further in the case that the equations of state are of a special 
(power law) form; the resulting system in a particularly sim­
ple subcase is displayed in the final section for illustration. 

In Sec. IV we shall look for exact solutions of the Bian­
chi V imperfect fluid field equations in the case when the 
equations of state take on the simple form p = (r - 1 )p, 
; = ;ofJ, and 11 = 1700 [see Eqs. (4.1)]. Exact solutions will 
of course be very useful in concert with any qualitative anal­
ysis. A simple, general first integral of the field equations is 
found. Using this first integral it is then shown that the field 
equations reduce to a single, second-order, ordinary differ­
ential equation for a single variable. In the particular case of 
r = 2 (stiffmatter), a simple (albeit unphysical) solution is 
exhibited. 

II. THE MODELS 

We shall study LRS Bianchi type V spatially homoge­
neous cosmology, where the metric is given by 

di2 = - dt 2 + a2(t)dx2 + b2(t)~(dy + dr), (2.1) 
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in which the source of the gravitational field is a viscous fluid 
with heat conduction, so that the energy-momentum tensor 
is given by 

Tab = (p + p)uaub + pgab - 2rWab + qaub + uaqb' 
(2.2) 

with 

p=p- to, (2.3) 

where p is the thermodynamic pressure and t and 1] are the 
coefficients of bulk and shear viscosity, respectively, thereby 
allowing dissipative processes to be included in the models. 

The Einstein field equations for a comoving fluid then 
yield an equation defining the energy density (I.8a), 

b 2 ilb 3 
P = b2 + 2 --;;b - a2 ' (2.4) 

an equation that defines the only nonzero component of the 
heat conduction vector qa (I.8b), 

q1 = 2[b Ib - ilia], (2.5) 

and the remaining nontrivial equations (I.8c) and (l.8d), 

l..-~-2 b =p_'±'1][~_l], (2.6) 
a2 b 2 b 3 a b 

:2 - : - ! -!! = p - ~ 1][! -! l (2.7) 

We recall, that for the Bianchi V models under consider­
ation, 

and 

02 = Hilla - bib ]2, 

0= ilia + 2(b Ib), 

(2.8) 

(2.9) 

3R = _ 6a- 2 , (2.10) 

where 3 R denotes the Ricci curvature of the hypersurfaces of 
homogeneity. (Note that when alb = const, the heat con­
duction vector and the shear are consequently both zero-­
this case is discussed in some detail in Ref. I.) We also recall 
the identity (the "generalized Friedmann equation" or "first 
integral") , 

(2.11 ) 

where use has been made of (2.10). By adding Eq. (2.6) to 
two times Eq. (2.7), we obtain [using (2.11)] the Ray­
chaudhuri equation: 

(2.12) 

The second independent equation we shall write as 

i7 = - 21]u - uO, (2.13) 

which is obtained by subtracting Eq. (2.7) from Eq. (2.6). 
Finally, from the conservation law (Tab;bua = 0), we find 
that 

p = - (p + p){} + t0 2 + 41]02 + (4/..[3) 

XUB02 - 02 - p]. (2.14 ) 

Now, we define the new variables /3 and x, and the new 
time coordinate 0, as follows: 
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(2.15a) 

so that /3 measures the rate of shear in terms of the expan­
sion, 

(2.15b) 

so that x measures the dynamical importance of the matter 
content, and 

dO 1 
-= --0 
dt 3' 

(2.15c) 

where t is the representative length scale with 0 = 311 e. 
Therefore, using Eqs. (2.15) and Eq. (2.12), we can write 
Eq. (2.13) as 

d/3 =l../3[4-/32_ x - 9p +..2(+ 12!l.] 
dO 2 0 2 0 0 ' 

(2.16) 

and we can write Eq. (2.14) as 

-=x[I-X-/32] +/3 2x-2+-dx [/3
2

] 

dO 2 

+ 9...L.(1-x) - 9i.(1-X) 
02 0 

-3!l./32 
o (2.17) 

[where we have used Eq. (2.12) forp]. Finally, we note that 
from (2.11) we are only interested in the region 

/3 2 + 4x<4, 
x>o. 

(2.18) 

III. EQUATIONS OF STATE 

In order to complete the system of equations we need to 
specify three equations of state for p, t, and 1]. In principle, 
these equations of state can be derived from kinetic theory6--
8 • For example, Collins and Stewart9 considered a class of 
nonrotating Bianchi models (that included Bianchi type 
V's) with shear viscosity (but no bulk viscosity) in which 
1] = iPtcoll' where the harmonic mean of the collision times 
for the various reactions, tcoll , is assumed to be given by 

tcoll = 1/ Jin~, where n is the number density and ~ is the 
mean total scattering cross section (related to the tempera­
ture by a suitable approximate relationship). SUbject to 
some additional, physically motivated assumptions, Collins 
and Stewart9 concluded from a qualitative analysis that for 
arbitrary initial conditions the shear anisotropy could be ar­
bitrarily large now, and that the Universe need not have been 
in thermal equilibrium during the early stages. These con­
clusions are relevant in determining whether strong dissipa­
tive mechanisms in the early Universe (such as neutrino vis­
cosity) could produce the observed highly isotropic matter 
distribution. 10,11 

However, in practice, it is necessary to specify phenome­
nological equations of state subject to a set of thermodyna­
micallaws. 12 Of course, specification of p, t, and 1] requires 
special conditions for which there may be no physical foun­
dations. This specification should be subject to physical con­
straints such as p, t, and1] should tend to zero as the density 
tends to zero and must be subject to the energy conditions. It 
goes without saying that the behavior of the fluid (e.g., it's 
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asymptotic behavior) depends on the assumptions made on 
the form of these physical quantities. We also note that in 
writing down the energy-momentum tensor for a viscous 
fluid with heat conduction in the form of Eq. (2.2) we have 
assumed that 1Tab = - 2'1/Uab' where 1Tab is the tensor of 
anisotropic stress. This assumption (the "viscosity assump­
tion") is valid whenever the anisotropy is small (i.e., 
l1Tablpl~I). 

There are some equations of state that are commonly 
used that, although not widely applicable, are obtained as a 
result of approximate estimates for particular fluids. The 
barotropic equation of state, p = (r - l)p is often assumed. 
Here, 1..;; r..;;2 is necessary for the existence oflocal mechani­
cal stability and for the speed of sound in the fluid to be no 
greater than the speed of light. Belinskii and Khalatni­
kOV13

,14 consider viscous fluids in which the viscosity coeffi­
cients depend on powers of the energy density. It is argued 
that this approach will be valid whenever the kinetic coeffi­
cients that arise at a higher order of approximation will be 
proportional to the energy taken to a power greater than the 
one characterizing the coefficients of t and '1/. Consequently, 
this approach ought to be valid (at least) near the initial 
singularity when the energy density is very small. Moreover, 
it is argued that the qualitative picture ought not to change 
substantially from that obtained from this approach. 13 

As noted above, in order to complete the system of equa­
tions three equations of state must be given, specifying p, t, 
and '1/ in terms of the other physical quantities. Since we are 
considering a viscous fluid with heat conduction, in general 
all physical quantities depend on two independent thermo­
dynamical variables, one of which will be chosen asp and the 
second of which will be denoted by X (e.g., temperature or 
entropy density), viz., 

p =p( poX), 

t = t( pox), 

'1/ = '1/( pox). 

(3.1) 

As also noted earlier, in principle these equations can be 
obtained from kinetic theory, but in practice phenomenolog­
ical equations of state need to be assumed. In addition, we 
also recall the variables P and x occurring in Eqs. (2.16) and 
(2.17), viz., 

P = 2../3(ul(J), 

x = 3pl(J2, 

(3.2a) 

(3.2b) 

and note that, firstly, P and x are dimensionless, and, sec­
ondly, in the absence of viscosity and with p = (r - 1 )p, 
Eqs. (2.16) and (2.17) form a plane-autonomous system in 
pandx. 

Here, we are going to consider equations of state of the 
following form: 

pl(J2 = F( Pox), 

tl(J=G(P,x), (3.3) 

'l/I(J = H( P,x). 

Let us argue in favor of these equations: 
(i) First, Eqs. (3.3) are completely dimensionless equa­

tions since, as noted above, P and x are dimensionless, and 
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the ratios pl(J 2, t I(J, and 'l/I(J are dimensionless. It can be 
argued that dimensionless equations of state are the most 
physically natural. In particular, it might be expected that 
such equations will be valid whenever the physics is scale 
invariant. Scale-invariant solutions in classical hydrodyna­
mics have been a fruitful source of models for physical sys­
tems having no intrinsic units oflength, mass, or time. More­
over, this situation might be especially pertinent in the 
qualitative analysis that we intend to carry out, where it will 
be of interest to study physical systems that have no intrinsic 
scale in an asymptotic sense. 

We note that our particular "choice" of dimensionless 
physical quantities (3.3) is to some extent arbitrary, and the 
choice has been made for convenience. However, Eqs. (3.3) 
are independent of this choice. For example, if u is nonzero, 
and if we assume that pla2 =f( P,x) and 'l/Iu = h( P,x), 
then 

pl(J2 = [a21(J2lf( P,x) = F( Pox), 

and 

'l/I(J = [ul(J]h( P,x) = H( P,x). 

In addition, pip = h( P,x) implies that pl(J2 
= (pl(J2)h( P,x) = H( P,x). 

(ii) Second, Eqs. (3.3) are the most general equations of 
state such that Eqs. (2.16) and (2.17) reduce to a plane­
autonomous system, enabling us to study the viscous models 
under consideration qualitatively in a straightforward man­
ner. In general, it may be possible for the system of equations 
under investigation to reduce to an autonomous system of 
dimension greater than two even if Eqs. (3.3) are not as­
sumed. However, it is strongly suggested by Eqs. (2.16) and 
(2.17) that equations of state (3.3) are clearly the most nat­
ural in any attempted reduction to an autonomous system, 
and, moreover, from the above comments Eqs. (3.3) are 
perhaps suggested by dimensional considerations. 

(iii) Next, since we are considering spatially homoge­
neous models it is natural for all the physical quantities p, p, 
t, '1/ (etc.) and the kinematical quantities (J and u to depend 
only on t, so that pl(J 2, t I(J, 'l/I(J, p, and x are function of t 
alone, and the equations of state can be considered in the 
form (3.3) in all generality. 

(iv) Equations (3.3) are completely general for phys­
ical systems in whichP and x can be regarded as independent 
thermodynamical variables. 

(v) The most commonly considered equations of state 
are ofthe form (3.3). For example, the barotropic equation 
of state p = (r - l)p is equivalent to 
pl(J2= (r-1)pl(J2=j(r-1)x, and is consequently of 
the form (3.3), where F is simply given by 
F( P,x) =!( r - 1 )x. Also, t = tcPII2 and '1/ = 'l/cP l12 are 
equivalent to t I(J = to [pl(J 2] 112 and 'l/I(J = 'I/o [pl(J 2] 112, 

which are simple examples of Eqs. (3.3) with 

G( P,x) = (tol../3)xIl2 andH( P,x) = ('l/01../3)x I/2. In par­
ticular, Belinskii and Khalatnikov13 have studied viscous 
fluid models in which the equations of state are asymptoti­
cally of this form. In addition, since these "common" equa­
tions of state (particularly the barotropic equation of state) 
are derived from kinetic theory, it can be argued that there is 
some kinetic theoretical basis for Eqs. (3.3). 
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(vi) Finally, FRW models can be written in terms ofa 
plane-autonomous system of equations in ( p,O) space. Mur­
phyl5 included bulk viscosity in isotropic and spatially ho­
mogeneous cosmologies, and it can be shown that the plane­
autonomous character of the resulting field equations can be 
retained if the bulk viscosity dissipation is modeled by means 
of an equation of state p = p( p,O) (wheret = - 3jJ/aO).1t 
is known that FR W cosmological models are structurally 
unstable.5 Golda et al. 16 have shown that if the equation of 
state p = (y - l)p - to with t( p) = to( p)m is assumed, 
then the only possible solutions that are structurally stable 
are those with m = ! [ that is, those in which 
t /0 = to( p/(2) 112 ,which is of the form of (3.3)]. 

It should be noted once again that the analysis, and, in 
particular, the discussion above, is quite general, and is 
equally applicable in all Bianchi-type models. For illustra­
tion, we are considering only Bianchi V imperfect fluid mod­
els here; the analysis will be extended elsewhere. 

No qualitative analysis can be undertaken unless F, G, 
and H are further specified. Here we shall assume for simpli­
city that F, G, and H are independent of {3. This, of course, 
still enables us to write the equations as a plane-autonomous 
system. In addition, if it is possible for p and 0 to be regarded 
as the two independent thermodynamical variables (recall 
the baryon conservation law in the form it + nO = 0, where 
n is the particle number density), then this assumption is the 
special case guaranteeing that the equations of state are di­
mensionless. Finally, in general, this will always be possible 
if all the quantities of interest are functions of t only, as is 
expected in the spatially homogeneous models under consi­
deration. 

Moreover, for simplicity we shall consider the case 
when F(x), G(x), and H(x) are functions that depend on a 
power of the argument; namely, 

p/02 = PoXi
, 

t /0= toXm
, 

"1/0 = "loX", 

(3.4a) 

(3.4b) 

(3.4c) 

where I, m, and n are constants. Such equations may be valid, 
at least in an approximate sense, and ought to be applicable 
in a qualitative analysis. In addition, these equations are con­
sistent with the "common" examples alluded to above. Us­
ing Eqs. (3.4), Eqs. (2.16) and (2.17) reduce to a plane­
autonomous system. [We note that since 3R <0 [Eq. 
(2.10)] it follows that 0 2 >0 [Eq. (2.11)] and 0<0 [Eq. 
(2.12)] imply that if 00 > 0 (at present) then 0> 0 for all t; 

hence all quantities in equations (3.4) are well defined. Care 
must be taken in extending this analysis to Bianchi IX mod­
els in which 3 R > 0 since 0 is no longer always positive.] 

IV. EXACT SOLUTIONS 

In a series of papers cosmological models have been ex­
amined in which the condition rr/0 2 = const. is assumed 
(111,112, and 116-21), and Balj17 has investigated Bianchi I 
viscous fluid cosmology with magnetic field under the as­
sumption"1 = "100 and has found an exact solution (in which 
limt _ o u/O = 0). In this section we shall investigate exact 
solutions of Eqs. (2.6) and (2.7) with equations of state 
given by (3.4). In particular, we shall consider the simple 
case in which 1= 1, m = 0, and n = 0 in Eqs. (3.4), i.e., 

P = (y- l)p, 

t = toO, ( 4.1) 

"1 = "100 

(where y = 3po + 1), in which first integrals of Eqs. (2.6) 
and (2.7) can be obtained by the method of decomposable 
operators of Maartens and Nel. 18 Exact solutions will be 
extremely useful in combination with any possible qualita­
tive analysis. 

Using equations of state (4.1) [and employing Eqs. 
(2.3), (2.4), and (2.9)], Eqs. (2.6) and (2.7) become, re­
spectively, 

- i6 + [to + ~ "10] il
2 
+ [ - y + 4to - .!. "10]~ 

b 3 a2 3 b 2 

+ - 2 (y - 1) + 4to + - "10 ~ [ 
4 ]. b 
3 ab 

1 
+2"(3y-2) =0, (4.2) 

a 
and 

-~--+ to--"1o ~ .. b [ 2] '2 

a b 3 a2 

+ [ (1 - y) + 4to + : "10] !: 
[ 

2 ] ilb 1 + (1- 2y) + 4to -3""10 ~+ a2 (3y - 2) = O. 

(4.3) 

These equations constitute two independent (coupled, non­
linear, second-order, ordinary) differential equations for a 
and b. Multiplying Eq. (4.2) by the constant a, and Eq. 
(4.3) by the constant {3, and adding, yields the equation 

i:i b il2 b2 

[ - {3]~ + [ - 2a - {3]"b + a2 [(a + P>to + i(2a - {3)"10] + bT[{3(1 - y) - ay + 4(a + {3)to + t({3 - 2a)"10] 

ilb + ~[( - 2a)(y - 1) + (1 - 2y){3 + 4(a + {3)to + ~(2a - {3)"10] + (1/a2 )(3y - 2)(a + {3) = o. (4.4) 

Using the method of decomposable differential opera­
tors l8

, we can find a first integral of this equation [and hence 
Eqs. (4.2) and (4.3)] whenever the following algebraic 
equation is satisfied: 
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I 
{3(a + {3) (4a + {3) (y - 2) 

+ (a + {3)(2a - {3)2 [to + t"1o] = O. (4.5) 

The solutions of this equation are: 
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(i) a + P = 0, and (ii) a 

=' {2 (to + ~1/0) - I [ <So + ~1/0 - (r - 2» 

± .J (2 - r) (2 + 3to + 41/0 - r) ]}p (to + ~1/0#0). 

(i) Taking a + P = 0 [i.e., subtracting Eq. (4.3) from 
(4.2)] yields the general first integral: 

(4.6) 

(where K is an integration constant). Defining the new time 
coordinate T by 

dT _= (ab 2)-(2'7o+ l ) 
dt ' (4.7) 

Eq. (4.6) integrates to 

(alb) = Cexp(KT). (4.8) 

(ii) We define l:: = ![1 + k ± .Jk(3 + k)], where 
k = (2 - r)/(to + ~1/0) is non-negative (since r<2 and 
to> 0 and 1/0> 0) ensuring two real values for l: (l: + and 
l: _ ). Taking a = l:P yields the general first integral (s ); 

!i.-{al - (1: + 0"" - (2/3)(21: - I )'7"lb I - 4(1: + I)"" - (4/3)( I - 21:)'7" + y(l + 1:) - (41:' + 21: + 1)](21: + I) -, !i.-(ab 21: + I)} 

~ ~ 

= (3r - 2)(l: + 1)a l - (1:+ 1)",,- (2/3)(21:-I)'7,,-llb I -4(1:+ 1)",,- (4/3)(l-21:)'7,,+y(l +1:) +21:](21:+ I) -I. (4.9) 

Defining the new variable B: = eKTb 2(1: + I), and using the 
general first integral given by Eq. (4.8) in terms of the time 
coordinate T, Eq. (4.9) yields the following differential 
equation for B: 

B " ( B ' )2 ( B ' ) -Ii+ P Ii +q Ii =CeNBs, (4.10) 

where the constants C, p, q, r, and s are given by 

C= (3r- 2)(l: + 1)C 4
'7", 

r 2(2l: - 1) 2 
K = (l: + 1) 1/0 - 1 + l: ' 

s= 61/0/(l: + 1) + 2/(1 + l:), ( 4.11) 

- (5 + 2l:)(to + ~1/0) + (r - 2) 
p= 2(2l:+1) -1, 

!L - (2l: + 3)(2l: - l)(to + ~1/0) + (r - 2) 

K 2(2l: + I) 

In the above, a prime denotes differentiation with respect to 
T. Equation (4.10) is a (single) second-order, ordinary dif­
ferential equation for the (single) variable B. 

(iii) Let us consider the case r=2 (corresponding to 
stiff matter) separately. In this case k = 0 and l: =! [this 
case corresponds to a double root for alp in Eq. (4.5)]. 
Taking 2a - P = 0 when r = 2 [i.e., adding twice Eq. (4.3) 
to Eq. (4.2)] yields the first integral: 

( 4.12) 

Again, employing the first integral a = CeKTb and defining 
the new variable Xby ~ = b 3eKT, in terms ofthe time coor­
dinate T defined by (4.7) Eq. (4.12) reduces to a "simple" 
second-order differential equation for X, which we can at­
tempt to solve in order to obtain a solution of the Bianchi V 
imperfect fluid field equations in the particular case of stiff 
matter. Alternatively, defining X by ~ = B, when r = 2 
(l: =!> Eq. (4.10) becomes 
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X" - [go + 21/0] (X,)2 = Cexp{[41/0 + nX - ~KT}. 
(4.13) 

If a solution for X is found to this second-order differential 
equation, a and b are then obtained by 

a = Ce(1I3)(X+2KT), 

b = e(1I3)(X - KT). 

We note the simple solution 

X = Xo + [K 1(31/0 + 1) ]T, 

to Eq. (4.13), where the constant Xo satisfies 

C exp [ ( 41/0 + PXo] 

= - [(3to + 41/0)12(31/0 + 1)2]K2, 

whence 

a = C expBXo + [(21/0 + D/(31/0 + 1) ]KT], 

b=exp[!Xo - [1/0/(31/0+ 1)]KT]. 

and t and T are related by 

(to - t) = Clee,T, 

where 

C
I 

= - (31/0+ 1) 
K(21/0 + I) 

X [ - (3to + 41/o)K 2C 4/3 ](2'7"+ 1)/(4'7,,+4/3) 

12(31/0 + 1)2 ' 

and 

(4.14 ) 

( 4.15) 

( 4.16) 

( 4.17) 

( 4.18) 

( 4.19a) 

(4.19b) 

Unfortunately, a straightforward calculation using Eq. 
(2.4) shows that this solution is unphysical since it leads to a 
negative energy density. 

V. PLANE-AUTONOMOUS SYSTEMS AND DISCUSSION 

Collins4
•
S was the first to use geometric techniques of 

standard differential equations theory, analyzing both non-
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rotating and tilting Bianchi-type models in the case of a per­
fect fluid source. Roy and Prakesh 19 derived some results for 
viscous fluid models of Petrov type D, under the unphysical 
assumption of constant shear and constant ~. Belinskii and 
Khalatnikov13

•
14 were the first to consider the qualitative 

behavior of spatially homogeneous viscous fluid cosmologi­
cal models in any generality. In particular, they investigated 
viscous fluid Bianchi I models with barotropic equation of 
state p = (y - l)p and in which the viscosity coefficients 
depend (only) on the powers of the energy density, in which 
case the field equations reduce to a plane-autonomous sys­
tem. 

In this article we have introduced a new approach for 
dealing with equations of state in Bianchi-type cosmologies 
and we have shown by way of illustration that the field equa­
tions in LRS Bianchi V imperfect fluid cosmologies can be 
written as a plane-autonomous system, facilitating a qualita­
tive analysis of such cosmological models. This work there­
fore generalizes the previous results in nonrotating and 
(LRS) tilting perfect fluid Bianchi-type (including type V) 
models4

•
s , and in viscous fluid Bianchi I models,13 to the 

imperfect Bianchi-V case. 
As noted above, Eqs. (2.16) and (2.17) reduce to a 

plane-autonomous system when Eqs. (3.3) or (3.4) are em­
ployed. For illustration, if we consider the equations of state 
in the form 

p/02 = !(y - 1)x, 

~ /0 = ~oXll2, 
(5.1a) 

(5.1b) 

'TI/O = 'TJc)X1l2 , (5.1c) 

then Eqs. (2.16) and (2.17) reduce to 

df3 = ~ [4 - {32 - (3y - 2)x + 3xll2[3~0 + 4'T10]], 
dO 2 

(5.2) 

and 
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-=x[(3y-2)(1-x) _f32] +f3 2x-2+-dx [f3
2

] 

dO 2 

- 3X1l2[3( 1 - x)~o + 'TIc/P]. (5.3) 

We shall analyze the qualitative nature of Bianchi V imper­
fect fluid cosmological models in a future paper. 
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It is shown that if the gradient of the conformal scalar in a conformally Ricci-flat space-time is 
parallel to an eigenvector (timelike, spacelike, or null) ofthe stress-energy tensor, then 
acceptable solutions, without restrictions on the physical and kinematical quantities, of the 
Einstein field equations for a viscous fluid with heat conduction may be found. 

I. INTRODUCTION 

Ifgab is the metric tensor of a space-time S that satisfies 
the Einstein field equations (EFE's) for vacuum, i.e., 
Rab = 0, and if gab is the metric tensor of a space-times that 
is conformal to S, i.e., 

gab = e2ljab' U = U(XC), (1.1 ) 

then the Einstein tensor of S is given by 

Gab = -2UaUb -2Ua;b -gab(UCUc -2UC;c)' (1.2) 

where Ua = U.a and the semicolon denotes covariant differ­
entiation with respect to the Christoffel symbols formed 
from gab' The space-time S is termed conformally Ricci-flat. 

Given the expression (1.2), it is interesting to ask the 
following. What types of matter distribution have stress-en­
ergy tensors that can be written in the form 

Tab = -2UaUb-2Ua;b-gab(UCUc-2UC;c) (1.3) 

and be realistic in that they satisfy the necessary energy con­
ditions? In other words, what matter distributions can be 
admitted by conformally Ricci-flat space-times? This ques­
tion has been answered in part by Van den Bergh I who has 
discussed perfect fluid and Einstein-Maxwell space-times 
with stress-energy tensor of the form (1.3). Carot and Mas2 

have investigated conformally Ricci-flat space-times corre­
sponding to a distribution of viscous fluid with heat conduc­
tion, i.e., the stress-energy tensor (1. 3) is of the form 

Tab = (J.t + p)uaub + pgab - 2rWab + qaub + qbua' 
(1.4 ) 

where u, p, Ua, O'ab' qa' and 1/(;; .. 0) are, respectively, the 
density, pressure, fluid velocity vector, shear tensor, heat­
conduction vector, and shear-velocity coefficient. Note that 
O'abub = qaua = O. 

In order to show that the stress-energy tensor given by 
( 1.3) may be ofthe form (1.4), it is assumed in Ref. 2 that 
the gradient Ua is proportional to the velocity vector ofthe 
fluid, i.e., 

Ua = yua • (1.5) 

As a consequence, it is found that the viscous fluid must be 
either shear-free or collapsing. Assumption ( 1.5) is unneces­
sarily restrictive, as is clear from the fact that the FR W cos­
mological models, which are conformally flat and thus con­
formally Ricci-flat, have been shown3 to satisfy the field 
equations for a viscous heat-conducting fluid. In this imper­
fect fluid interpretation of the FRW models, the shear is 

nonzero and the expansion is positive, so it cannot corre­
spond to the situation in which Ua is proportional to ua • In 
fact, in the k = 0 FRW models, the conformal factor e2U is a 
function of t only, so that Ua is proportional to the timelike 
eigenvector of Tab' In the case of the perfect fluid interpreta­
tion of the FRW model, the timelike eigenvector is parallel 
to Ua , but in the viscous fluid interpretation, which requires a 
tilting four-velocity, the timelike eigenvector lies in the two­
space spanned by ua and qa' 

In this paper, we show that the assumption that Ua is 
parallel to the timelike, spacelike, or null eigenvector of Tab 
given by (1.4) leads to conformally Ricci-flat viscous fluid 
solutions without the restrictions mentioned earlier. In Sec. 
n we give a brief discussion of the eigenvectors of Tab' and in 
the subsequent sections, we present examples of viscous fluid 
solutions obtained by this technique. 

II. EIGENVECTORS OF Tab 

A thorough investigation of the eigenvectors of the 
stress-energy tensor (1.4) has been made by Kolassis et al.4 
Here we will mention only those results that are relevant to 
our problem. 

We write qa = Qea, where Q = (qaqa) 112 is the magni­
tude of qa and ea is the unit spacelike vector in the direction 
of qa' and we assume that qa (equivalently ea) is an eigen­
vector of the shear tensor 0' ab' i.e., 

(2.1) 

This assumption implies that there exist no shear velocities 
between neighborhood surface elements orthogonal to the 
direction of the heat flux. 4 Defining the quantity X by 

2X = J.t + P - 21'/)., (2.2) 

we note that the dominant energy condition is satisfied if 

J.t>X>Q. (2.3) 

The eigenvectors of Tab are 

ta=ua+Q-I(X_~X2-Q2)ea (timelike), (2.4) 

Sa = Ua + Q -I(X + ~X2 - Q2)ea (spacelike), (2.5) 

together with two other spacelike eigenvectors in the two­
space orthogonal to Ua and ea' If Q = 0, then Ua and ea are 
each eigenvectors of Tab and if, in addition, X = 0, the corre­
sponding eigenvalues are equal so that any linear combina­
tion is an eigenvector. In this case, Tab is of Segre type 
«(1,1) 1 1). If Tab is ofSegre type (2 11), or one ofits degen-
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eracies (viscous fluid solutions of this type do exists.6 
), there 

exists a null eigenvector Ua ± ea that requires that 
X= ±Q. 

If Ua is an eigenvector of Gab given by (1.2), then Ua 

must be an eigenvector of Ua;b' i.e., 

(2.6) 

or 

(2.7) 

where w is a scalar function satisfying W[b UaJ = O. In partic­
ular, if Ua is a null vector, then W = 0, and we find that 

ua;a = ~(X -IL) =!( -IL + P - 21]A). (2.8) 

By contracting (1. 3) and (1.4), we find that 

6U a
;a = -IL + 3p, (2.9) 

andfromEqs. (2.8) and (2.9) we see that when Ua is a null 
eigenvector of Tab' the viscous fluid must satisfy the condi­
tion 

IL + 3p + 61]A = O. (2.10) 

III. EXAMPLES 

We now present a number of examples, known and new, 
of conformally Ricci-flat space-times that satisfy the EFE's 
with Tab given by ( 1.4 ) and for which Ua is an eigenvector of 
Tab' 

(i) We start with a case in which Ua is timelike. Consid-
er the Einstein-de Sitter universe with metric written in con­
formal coordinates, i.e., 

d~ = t 4
( - dt 2 + dx2 + dr + dr). (3.1) 

Two types of viscous fluid solution corresponding to this 
model are known, 3 namely radial solutions, for which the 
spatial component of the tilting four-velocity ua is in the 
radial direction of spherical polar coordinates, and axial so­
lutions, for which the spatial component of ua is in the direc­
tion of one of the Cartesian spatial directions. We will con­
sider an axial solution with ua and qa given by 

ua = t - 2(cosh ¢,sinh ¢,O,O), 

(3.2) 
qa = _ Qt - 2(sinh ¢,cosh ¢,O,O), 

where ¢ = ¢(t) is a scalar function. Using (3.1) and (3.2), 
the solution of the EFE's for viscous fluid is 

IL = 12t -6 cosh2 ¢, P = 4t -6 sinh2 ¢, 

Q = 12t -6 cosh ¢ sinh ¢, 1];P = - 6t -4 sinh ¢, 
(3.3 ) 

so that cosh ¢ must be decreasing for 1]>0. 
The eigenvalue A is given by A = jt - 2;P sinh ¢, so that 

X = 6t -4(cosh2 ¢ + sinh2¢), (3.4) 
and the timelike eigenvector ta' given by (2.4), takes the 
form 

ta = t 2 sech ¢( - 1,0,0,0), (3.5) 

which, since eU = t 2, is parallel to Ua = (2t - 1,0,0,0). Note 
also that Eq. (2.6) is satisfied with W = 6t -6. 

(ii) As a second example in which Ua is timelike, we 
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look for a conformally Ricci-flat space-time that is not con­
formally flat. We start with a special case of the Kasner vacu­
um solution with metric 

d~ = - dt 2 + 1 -213 dx2 + t 4/3 (dr + dr), (3.6) 

and look for a viscous fluid solution with eU = 1 m, i.e., we use 
the metric 

d~ = t 2m ( - dt 2 + t -2/3 dx2 + t4/3dr 

+ t 4/3 dr). (3.7) 

Taking ua and qa to be given by 

ua = t - m(cosh ¢,t 1/3 sinh ¢,O,O), 

qa = _ Qt - m(sinh ¢,t 113 cosh ¢,O,O), (3.8) 

where ¢ = ¢(t), the EFE's lead to 

IL = jm(3m + 2)1 - 2 - 2m(2 cosh2 ¢ + 1), 

p = ~mt - 2 - 2m[2(3m + 2)cosh2 ¢ - (15m - 2)], 

(3.9) 
Q = jm(3m + 2)1 - 2 - 2m sinh ¢ cosh ¢, 

1]Y = jmt -2 - m[3m + 5 - (3m + 2)cosh2 ¢], 

where Y = ;p sinh ¢ - t - 1 cosh ¢. This solution satisfies 
the dominant energy condition if m > 0 and satisfies 1]>0 
provided that cosh ¢ is decreasing and 
cosh2 ¢>(3m + 5)(3m + 2) -I. If m<j, thenp>O for any 
value of cosh ¢. 

The eigenvalue A is given by A = jt - my, so that 

X = jm(3m + 2)t -2-2m(cosh2 ¢ + sinh2 ¢), (3.10) 

and the timelike eigenvector la is 

ta = tmsech¢( -1,0,0,0), (3.11) 

which is parallel to Ua = (mt - 1,0,0,0). 
(iii) We now tum to the case in which Ua is a spacelike 

eigenvector of Tab and consider the Bertotti-Robinson non­
null electrovac space-time with metric 

d~ = (a 2/r)( - dt 2 + dr + r d()2 

+ r sin2 () df/l). ( 3.12) 

This space-time is conformally flat with eU = ar - I and satis­
fies the EFE's for a viscous fluid with 

ua = a -Ir(cosh ¢,sinh ¢,O,O), 

ea = a -Ir(sinh ¢,cosh ¢,O,O), 

IL = 3p = 1]Y = a2
, Q = 0, 

(3.13 ) 

where ¢ = ¢(r) and Y = a - I (r¢' cosh ¢ - sinh ¢»O for 
1]>0. The eigenvalue A = jY, so that X = O. This is an exam­
ple of the special case described in Sec. II, the Segre type of 
Tab being «(1,1) (11». Any linear combination of Ua and ea 

is an eigenvector; in this case 

Ua = (0, - r-I,O,O) 

= a-I(ua sinh ¢ + ea cosh ¢). (3.14) 

(iv) As a second spacelike example consider a space­
time conformal to the Schwarzschild vacuum solution, i.e., 
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dr = e2U [ - (1 - (2m/r»dt 2 + (1 - (2m/r» - Idr 

+rd0 2 +rsin2 0dtfI, (3.15) 

where U = U(r). We look for viscous fluid solutions with 
this metric for a suitable choice of U. The need to satisfy the 
dominant energy condition imposes strong restrictions on U; 
we choose 

(3.16) 

and the dominant energy condition is satisfied, provided that 

r>J6m. (3.17) 

The EFE's are satisfied with 

ua = [(r - 2m) - Ir cosh </J,r sinh </J,O,O] , 

qa = _ Q [(r - 2m) - Ir sinh </J,r cosh </J,0,0] , 

f.L = (r - 2m) - 2[ 6m2 cosh2 </J + (r - 9m2
) I, 

(3.18) 
P =!(r - 2m) - 2[6m 2 cosh2 </J + r - 24mr + 45], 

7jY = - j[3m2 cosh2 </J - (r - 2m)2], 

Y = j[r</J' cosh </J - (r + m)(r - 2m) -I sinh </JJ. 

where </J = </J(r). Note that 1/>0 if </J> 0, </J' < 0, and 
cosh2 </J>~m - 2(r - 2m)2. The eigenvalue A. = 2YandX has 
the value 

x = 6m2 (r '- 2m) - 2 (cosh2 </J + sinh2 </J), 

and the spacelike eigenvector Sa of Tab is given by 

(3.19) 

Sa = Ua + coth </J ea = (0, - r- I csch </J,O,O), (3.20) 

and is parallel to Ua = [0, - (r- 3m)/(r(r- 2m»,0,0]. 
(v) As our final example, we look at the case in which 

Ua is parallel to a null eigenvector of Tab' We again use the 
metric of a space-time conformal to the Schwarzschild vacu­
um solution, i.e., the metric (3.15), but we now take 
U = U(r,t). In fact, we specify 

if = - 1, U' = - (1 - (2m/r»-1, (3.21) 

so that uaua=o. The relations (3.21) integrate to give 

(3.22) 

With this choice of U, the dominant energy condition is sat­
isfied for all r>2m provided that r> ml12, i.e., we must have 

m>!. 
The EFE's are satisfied with 

ua = [( 1 - 2m/r) - 1I2e- U cosh </J, 

(1- 2m/r) 1I2e- U sinh </J,O,O], 

qa = _ Q [(1 _ 2m/r) -1I2e - U sinh </J, 

(1 - 2m/r) 112e - U cosh </J,O,O] , 
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f.L = 2(1 - 2m/r) -Ie-W[ (1 - m/r)~4> 

+ (2/r)(1 - 2m/r)], 

p = j(1 - 2m/r) -Ie-W[ (1 - m/r)~4> 

- (4/r)(1 - 2m/r)] , 

Q = 2(1 - 2m/r) - 1(1 - m/r)e - We24>, 

1JY = -!(1 - 2m/r) -Ie - W [(1 - m/r)e24> 

- (1/r) (1 - 2m/r)], 

(3.23) 

Y =!( 1 - 2m/r) -1I2e - U [</J'( 1 - 2m/r)cosh </J 

+ (¢-1/r+3m/r)sinh</JJ. 

where</J = </JU,r) mustbechosensothat7jandparepositive. 
The eigenvalue A. = 2Y and we find that X = Q, as ex­

pected, and that Eq. (2.10) is satisfied. The null eigenvector, 
Ua + ea' of Tab is parallel to Ua , i.e., 

Ua + ea = (1 - 2m/r)l12eUe -"'Ua • (3.24) 

IV. CONCLUSION 

We have shown that conformally Ricci-flat solutions of 
the EFE's for viscous fluid with heat conduction satisfying 
the dominant energy condition do exist without imposing 
any particularly stringent restrictions on the behavior of the 
viscous fluid. Of the examples presented here, the FR W vis­
cous models (i) have been extensively discussed in the litera­
ture and provide interesting cosmological models as do mod­
els such as (ii). Example (iv) shows that static viscous fluid 
solutions exist while example (v) appears to represent a col­
lapsing distribution ofviscous fluid exterior to the Schwarzs­
child singularity. 
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The properties of fluid space-times that admit a Ricci collineation vector (RCV) parallel to the 
fluid unit four-velocity vector UO are briefly reviewed. These properties are expressed in terms 
of the kinematic quantities of the timelike congruence generated by uo. The cubic equation 
derived by Oliver and Davis [Ann. Inst. Henri Poincare 30,339 (1979)] for the equation of 
state P = p(j.l) of a perfect fluid space-time that admits an RCV, which does not degenerate to 
a Killing vector, is solved for physically realistic fluids. Necessary and sufficient conditions for 
a fluid space-time to admit a spaceJike RCV parallel to a unit vector n° orthogonal to ua are 
derived in terms of the expansion, shear, and rotation of the spacelike congruence generated by 
n°. Perfect fluid space-times are studied in detail and analogues of the results for timelike 
RCVs parallel to ua are obtained. Properties of imperfect fluid space-times for which the 
energy flux vector f/ vanishes and na is a spacelike eigenvector of the anisotropic stress tensor 
1Tab are derived. Fluid space-times with anisotropic pressure are discussed as a special case of 
imperfect fluid space-times for which na is an eigenvector of 1T ab' 

I. INTRODUCTION 

A space-time admits a Ricci collineation vector (RCV) 
va if 

ifvRab = 0, (1.1) 

where Rab is the Ricci tensor and if v denotes the Lie deriva­
tive along va. In this paper, we will consider fluid space-times 
and we will investigate the properties of RCVs '1]0 = '1]uo, 

parallel to the fluid unit four-velocity vector ua
: 

uauo= -1,'1]= (-'1]a'1]°)1I2>0 

and spacelike RCVs, to = sn°, orthogonal to uo: 

nono= + 1, nauo=O, s= (Soto)1I2>0. 

We will express the necessary and sufficient conditions for a 
fluid space-time to admit a timelike RCV parallel to ua and a 
spacelike RCV parallel to na in terms of the kinematic quan­
tities of the timelike congruence of world-lines generated by 
ua and the expansion, shear, and rotation of the spacelike 
congruence generated by n°, respectively. 

Previous work on RCVs has been undertaken by Oliver 
and Davisl

•
2 who gave necessary and sufficient conditions 

for a matter space-time to admit an RCV, '1]0 = '1]Ua, with 
ua = ut where ut is the dynamic four-velocity. The dynam­
ic four-velocity ut is the timelike eigenvector of the energy­
momentum tensor: 

0.2) 

It is characterized by the property that an observer with 
four-velocity ut measures vanishing energy flux: 

q'b =0. (1.3) 

We will briefly review and extend the results of Oliver and 
Davis. We will then establish corresponding results for 

spacelike RCV s, S a = sna, orthogonal to ua by making use of 
the theory of spacelike congruences.3

-
S 

A conservation law, valid for any RCV, was established 
by Collinson.6 If va is an RCV, then it can be verified that 

(R obVb );0 = 0, 

and if Einstein's field equations, 

Rab = Tab + (A - !ngob ' 

are satisfied, then 

[(Tab + (A - !ng"b)Vb ];0 = O. 

(1.4) 

( 1.5) 

( 1.6) 

Equation (1.6) plays an important part in the following the­
ory as one of the necessary and sufficient conditions for a 
space-time to admit an RCV, vA. 

An outline of the paper is as follows. Fluid space-times 
that admit a timelike RCV, '1]0 = '1]Ua

, are considered in Sec. 
II. The results of Oliver and Davis 1.2 are extended to the case 
in which ua =I u'b. We investigate which equations of state of 
the form p = p (f.l) are permitted in perfect fluid space-times 
that admit an ReV, '1]Ua

, which does not degenerate to a 
Killing vector (KV); Oliver and Davis2 have shown that the 
choice of equation of state is quite restrictive. 

In Sec. III, necessary and sufficient conditions for a per­
fect fluid space-time to admit an RCV parallel to 
nQ(nou Q O,nano= + 1) are derived. These conditions are 
expressed in terms of the expansion and shear of the space­
like congruence of curves generated by n°. Analogues of the 
properties of time like RCVs parallel to ua are investigated. 

In Sec. IV, necessary and sufficient conditions for an 
imperfect fluid space-time to admit a spacelike RCV parallel 
to n° are given. The special case in which na is a spacelike 
eigenvector of the anisotropic stress tensor 1Tab, which in-
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eludes fluids with anisotropic pressure, is considered in de­
tail. 

Finally, concluding remarks are made in Sec. V. 
The notation and conventions of Ellis 7,8 will be followed 

throughout.9 

II. TIMELIKE RICCI COLLINEATION VECTORS 
PARALLEL TO u" 

This section will be concerned with fluid space-times 
that admit a timelike RCV, l1a = l1ua. 

The total energy-momentum tensor Tab of the fluid may 
be decomposed with respect to ua as 

Tab = J-tUa Ub + phab + 2q(a Ub) + 1Tab' (2.1) 

where J-t is the total energy density measured by an observer 
with four-velocity ua

, ¢ is the energy flux relative to 
ua (q a uQ = 0), p is the isotropic pressure, and 1T ab is the 
trace-free anisotropic stress tensor (1T ab = 1T ba' 1T ab ub = 0, 
~a = 0). We will first derive necessary and sufficient condi­
tions for any fluid space-time to admit an RCV parallel to ua 

and then we will consider the special cases of a perfect fluid 
(qa = 0, ~b = 0) and an imperfect fluid with q" = 0 but 
~b =1= O. This latter case is equivalent to considering ua = u':J. 

A. Imperfect fluid space-times 

Theorem 2.1: If Einstein's field equations ( 1.5) are sat­
isfied, then a fluid space-time with energy-momentum ten­

t 

sor (2.1) admits an RCV, l1a = 1/Ua, if and only if 

(i) h ~h :irCd = - (J-t - p + 2A)uab 

+ H ~dUCd + qC(uc - (log l1).J] hab 

-2q(o[ub) - (lOg1/),b) - (log l1)'Ub) ] 

(ii) h ~qb = - !(J-t + 3p - 2A) [ua - (log l1),a - (Jua] 

+ (qb;b + qb(log 1/),b)Ua - (013 + log 1/)') 

(2.3) 

(2.4 ) 

where 0 is the rate-of-expansion, U ab is the rate-of-shear ten­
sor, and UJab is the vorticity tensor of the timelike congruence 
generated by ua

• 

Proof: From the definition of the Lie derivative it fol­
lows that 

.!t' "IU Rab = 11 [Rab + 2ucR c(a (log 11) .b) + 2Rc(a UC;b) ], 

(2.5) 

which, using Einstein's field equations ( 1.5), may be rewrit­
ten as 

.!t' "IuRab = 1/B(,it + 3j1)uaub + ~(,it - j1)hab + 2(J-t + p)u(aub) + 2q(a Ub) + 2q(a Ub) 

+ irab - (J-t + 3p - 2A)u(a (log l1).b) - 2q(a (log l1).b) + (J.L - p + 2A)u(O;b) + 2(q,u(a + 1T'(a )U';b,]' 
(2.6) 

Suppose first that l1Ua is an RCV. Then ( 1.1) holds and 
the right-hand side of (2.6) vanishes. By contracting (2.6) 
in tum with uaub uah b h ab and h ah b - Ih abh and by , c" c d j cd 

using the expansion 

Ua;b = Uab + (0/3)hab + UJab - UaUb' (2.7) 

we obtain, respectively, 

,it + 3p + 2(J-t + 3p - 2A) (log 1/)' = 0, (2.8) 

h ~qb = - ~(J-t + 3p - 2A) [ua - (log l1).a - (log l1)'Ua] 

- «(J 13 + (log l1)')qa - qbUba - qbUJba , (2.9) 

,it - p + ~¢(ua - (log 1/),a) + j(J-t - P + 2A)(J + ~~buab 
= 0, (2.10) 

and Eq. (2.2). 
We wiII also require the energy conservation equation 

along a fluid particle world line, which follows from Ein­
stein's field equations: 

,it = - (J-t+p)O-1Tabifb - qo;a -qa ua. (2.11) 

Condition (2.2) was derived directly in the decomposi­
tion of (2.6). In order to determine condition (2.3), we first 
obtain an expression for (J-t + 3p - 2A) (log 1/)' by elimi­
nating,it andp from (2.8). Substituting from (2.11) for,it 
into (2.10) gives 
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p = - !(J-t + 5p - 4A)0 + !~bUab 
+~qa(ua - (log1/),a)_qa;a -qaua, (2.12) 

and using (2.11) for,it and (2.12) for p, Eq. (2.8) becomes 

(J-t + 3p - 2A)(log 1/)' 

= (J.L + 3p - 2A)0 + 2qb;b + 2qb(log l1),b' (2.13) 

Condition (2.3) is derived immediately from (2.9) and 
(2.13). 

In order to derive condition (2.4), we observe that (2.8) 
may be written as 

(J-t + 3p - 2A)' + 2(J-t + 3p - 2A) (log 11)' = O. 
(2.14) 

If (2.13) is used to replace one of the terms (J-t + 3p 
- 2A) (log 1/)' in (2.14), then (2.14) becomes 

(J-t + 3p - 2A),a1/ua + (J-t + 3P- 2A) 

(2.15 ) 

from which (2.4) follows directly. 
Conditions (2.2 )-( 2.4) are therefore necessary condi­

tions if l1ua is an RCV. 
Conversely, suppose that conditions (2.2)-(2.4) are 

satisfied. Then if (2.2) for irab and (2.3) for if are substitut-
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ed into (2.6), and (2.7) is used to expand Ua;b and U~b' (2.6) 
becomes 

.!f ",uRab = 111 [(U + 3p + 2(1' + 3p - 2A)() + 4qc;c 

+ 4qC(log l1),c)Uaub 

+ (U - P + j(1t - p + 2A)() 

+ ~qC(uc - (log 11) ,c) + ~ 1T"dO'cd )hab]' 
(2.16) 

Now,Ii is given by the energy conservation equation (2.11). 
In order to obtain an expression for p, we first observe that 
( 2.4) can be expanded as 

Ii + 3p + (It + 3p - 2A)() + (I' + 3p - 2A)(log 11)' 

+ 2qc;c + 2 (log l1),cqC = O. (2.17) 

But, by contracting (2.3) with ua
, (2.13) is again obtained 

and by eliminating (It + 3p - 2A) (log 11 ). from (2.17), we 
find that 

Ii + 3P + 2(1' + 3p - 2A)() + ~;c + 4qc(log l1).c = O. 
(2.18 ) 

On substituting from (2.11) for Ii into (2.18), Eq. (2.12) for 
p is again derived. By using (2.11) for Ii and (2.12) for p it is 
easily verified thatthe coefficients of UaUb and hab in (2.16) 
vanish and therefore l1Ua is an RCV. • 

It is easily verified that condition (2.4) is the conserva­
tion law (1.6) with Vb = l1ub' Conditions (2.2) and (2.3) 
may be regarded as propagation equations for qa and 1Tab 
along a fluid particle world line. 

B. Perfect fluid space-times 

The following result of Oliver and Davis2 for a perfect 
fluid space-time is obtained directly from Theorem 2.1 by 
setting 1T ab = 0 and qa = O. 

Theorem 2.2: If Einstein's field equations (1.5) are sat­
isfied, then a perfect fluid space-time admits an RCV, 
l1a = l1Ua, if and only if 

(i) (I' - p + 2A)O'ab = 0, (2.19) 

(ii) (It + 3p - 2A)(ua - (log l1),a - Bua) = 0, 
(2.20) 

(2.21 ) 

• 
Conditions (2.19) and (2.20) may be rewritten alternatively 
as 

either I' - P + 2A = 0 or O'ab = 0, (2.22a,b) 

either I' + 3p - 2A = 0 or ua = (log l1),a + Bua. 
(2.23a,b) 

Although a conformal Killing vector (CKV) is not nec­
essarily an RCV, a special conformal Killing vector 
(SCKV), va, is defined by 

.!f vgab = 2t/Jgab' t/J;ab = 0, (2.24) 

is an R CV (Ref. 10). The necessary and sufficient conditions 
for a fluid space-time to admit a CKV, l1a = l1Ua, are l

,II,12 

O'ab = 0, (2.25) 

(2.26) 
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and the conformal factor t/J satisfies 

t/J=l1BI3. (2.27) 

Conditions (2.25) and (2.26) are purely kinematic. If a per­
fect fluid space-time can admit an SCKV parallel to ua and 
l1u

Q 

is both an SCKV and RCV then it may appear that 
(2.23b) and (2.26) are inconsistent because the factor mul­
tiplying () in each equation is different. This is not the case. 
For, with the aid of Einstein's field equations it can be 
shown 13 that if a perfect fluid space-time admits an SCKV, 
l1Ua, then 

either B = 0 or It + 3p - 2A = O. (2.28) 

When () = 0, (2.23b) and (2.26) agree. When B ¥O, the 
SCKV belongs to the subset of RCVs for which 
It + 3p - 2A = 0 and (2.23b) does not apply. 

A material curve in a fluid is a curve that always consists 
of the same fluid particles and therefore it moves with the 
fluid as the fluid evolves; it is sometimes said to be "frozen­
in" to the fluid. 

Theorem 2.3: Vortex lines are material lines in a perfect 
fluid space-time that admits an RCV, l1a = l1Ua, if 
I' + 3p - 2A¥0 and also if I' + 3p - 2A = 0 provided 
It + A¥O. 

Proof It follows from (2.23) that if I' + 3p - 2A¥0 
then 

Ua = -(log (lI11»,b h :, (2.29) 

and therefore 11- I is an acceleration potential. If 
I' + 3p - 2A = 0 and It + A¥O then, since the fluid is a 
perfect fluid,8 

r = expCC ~) ex: (I' + A) -112 

p"P+1' 
(2.30) 

is an acceleration potential. Ellis8 has shown that, in a rota­
tional fluid which admits an acceleration potential, vortex 
lines are material lines. • 

This result is of interest because it shows that vortex 
lines may be material lines in a perfect fluid even though the 
fluid does not possess an equation of state of the form 
p = p (It ); the vortex lines are material lines because of a 
symmetry property of the flow. 

The following theorem is due to Oliver and Davis,2 but 
generalized to include a nonzero cosmological constant. It 
follows directly from Theorem 2.2 by verifying with the aid 
of the energy and momentum conservation equations for a 
perfect fluid, 

Ii + (I' + p)() = 0, 

(I' + p)ua = - P,bh :, 

(2.31 ) 

(2.32) 

that conditions (2.20)-(2.22) are satisfied. We state the 
theorem here in order to compare it with the corresponding 
result derived in Sec. III for an RCV orthogonal to ua 

• 

Theorem 2.4: Consider a perfect fluid space-time. IfEin­
stein's field equations are satisfied and if the equation of state 
of the fluid is 

p = I' + 2A, I' + A¥O, 

then 
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TJa = ual(J.l + A) 112 

is an RCV. 

(2.34) 

• 
The next theorem is similar to that established by Oliver 

and Davis 1 for a CKV without the restrictions 
J.l + 3p - 2A:;60 andp:;6J.l + 2A. 

Theorem 2.5: Consider a perfect fluid space-time such 
that J.l + 3p - 2A:;60 and p:;6J.l + 2A. If Einstein's field 
equations are satisfied and TJa = TJUa is an RCV and 

ua=O, 
then 

either (i) fJ = 0 and ua is a Killing vector (KV), 
or (ii) fJ :;60 and OJ = 0 and fJ,bh ~ = O. 

(2.35 ) 

Proof: Suppose first that fJ = O. Since p:;6J.l + 2A we 
have Uab = 0 and since ua = 0 a direct calculation using 
(2.7) gives 

U(a;b) = (fJ/3)hab =0. (2.36) 

Hence, ua is a KV. 
Second, suppose that fJ :;60. Since J.l + 3p - 2A:;60 and 

ua = 0 it follows from (2.23) that 

fJua = - (log TJ).a (2.37) 

and therefore 

U[afJ,b J + fJU[a;b J = O. 

Projecting on (2.38) with h ~h ~ gives 

fJOJ rs = 0, 

(2.38) 

(2.39) 

and since fJ:;60 it follows that OJ = O. Projecting on (2.38) 
with uQh Ix: and noting that ua = 0 gives 

fJ,b h be = 0, 

which establishes the theorem. 

(2.40) 

• 
The foregoing result is another example of a shear-free 

perfect fluid for which it is necessary that OJfJ = O. 
We outline the proof of the following theorem due to 

Oliver and Davis2 and then consider the solution of the dif­
ferential equation (2.41) below for the equation of state 
p = p(J.l). It is an extension of the result (2.27) and (2.28) 
that if a perfect fluid space-time can admit an SCKV parallel 
to ua then the SCKV is necessarily a KV unless 
J.l + 3p - 2A = O. A corresponding result for a spacelike 
RCV orthogonal to ua will be obtained in Sec. III. 

Theorem 2.6 (Oliver and Davis2
): If Einstein's field 

equations are satisfied and if a perfect fluid space-time with 
equation of state p = p(J.l) admits an RCV, TJa = TJUa, then 
either TJa degenerates to a KV or 

(J.l + p) dp = 1- (,u + 5p - 4A). 
dJ.l 3 

Proof We suppose that 

(J.l + p) dp :;61-(J.l + 5p - 4A) 
dJ.l 3 

(2.41 ) 

(2.42) 

and show that TJ(a;b) = O. Since p = J.l + 2A and 
p = - j J.l + jA are particular solutions of (2.41) it follows 
that. if (2.42) holds, then p,- p + 2A:;60 and 
J.l + 3p - 2A:;6 O. Hence (2.22b) and (2.23b) are satisfied 
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and a direct calculation with the aid of (2.22b) and (2.23b) 
gives 

(TJu(a );b) = (TJI3)(hab - 3UaUb)fJ. (2.43 ) 

We must now obtain fJ which can be derived from (2.21), 
(2.23b) contracted with ua

, the energy conservation equa­
tion for a perfect fluid (2.31), and the equation of state 
P = p(J.l) covariantly differentiated along a fluid particle 
world line: 

p, + 3p + (J.l + 3p - 2A){fJ + (log TJ)'} = 0, (2.44) 

(log TJ)' = fJ, 

P, + (J.l + p){} = 0, 

. dp. 
p = dp, J.l. 

(2.45) 

(2.46) 

(2.47) 

By eliminating p" p, and (log TJ)' from (2.44)-(2.47), we 
obtain 

[ (J.l+P) dp -1-(J.l+5P -4A)]fJ=0, 
dJ.l 3 

(2.48) 

and (2.42) implies that fJ = O. Hence, from (2.43), TJUa is a 
KV, which establishes the theorem. • 

We have observed that p = J.l + 2A and p = -! J.l + 1A 
are particular solutions of the differential equation (2.41). 
Consider now the general solution of (2.41). For simplicity 
we will take A = 0; (2.41) then reduces to 

dp = J.l + 5p (2.49) 
dJ.l 3(J.l + p) 

If A:;6 0, the change of variables 

p = p - A, Ji = J.l + A (2.50) 

reduces (2.41) to the homogeneous form (2.49) inp andJi 
and the following method of solution would also apply. The 
right-hand side of (2.49) is a homogeneous function of de­
gree 0 in p and J.l and we therefore make the standard trans­
formation from (p,J.l) to (v,J.l) where v is defined by 

p = vJ.l. (2.51) 

Equation (2.49) becomes 

J.l.!!:!...=(3v+I)(I-v) (2.52) 
dJ.l 3(1 + v) 

The variables are separable in (2.52); its solution is 

(1 + 3v)/(1 - V)3J.l2 = l/a, (2.53) 

where a is a constant. The solution (2.53) was derived by 
Oliver and Davis.2 On transforming back to (p,J.l), (2.52) 
becomes 

(3p + J.l)/(J.l- p)3 = l/a. (2.54) 

We will assume that J.l > O. Consider first solutions with 
a <0. From (2.54), if a < o then eitherp >J.lofp < - J.l13. If 
P>J.l, then by rewriting (2.49) as 

dp = 1 + 2(p - J.l) , (2.55) 
dJ.l 3 (p + J.l ) 

we see that 1 < dp/ dW;;"~. If -p, <p < - J.l/3, then by re­
writing (2.49) as 

dp = _1-+ 2(p+jJ.l) , (2.56) 
dp, 3 P + J.l 
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weseethat - 00 <dp/dll< -jandif - 00 <p< -pthen 
by rewriting (2.49) as 

dp = ~ _ 4p (2.57) 
dll 3 3(1l + p) 

we see that j < dp/ dp < 00. Thus if a < 0, either dp/ dll> 1 
and therefore the speed of sound relative to the fluid exceeds 
the speed of light or dpldll < - j and the fluid is unstable 
against mechanical perturbations. 14 We will therefore not 
consider further solutions with a < O. 

Consider next solutions with a>O. This includes the 
particular solutions p = Il and p = - 1113 that correspond 
to a = 0 and a = 00, respectively. From (2.54), if a>O then 
-p/3<.p<'Il. From (2.49) and (2.55) we see that for 
-1l15<.p<.p we have O<.dpldll<.l, and from (2.49) and 
(2.55) it follows that for -p/3<.p<. -1l15 we have 
- j<.dp/dll<'O. The case a>O therefore includes all solu­

tions that satisfy the physically reasonable conditions, 

dp 
p>O, p>O, 0<.-<.1, (2.58) 

dp 

as well as all solutions which satisfy simply O<.dpl dp<.1. 
To obtain the solutions for a>O we rewrite (2.54) as the 

following cubic equation for p: 

p3 _ 3pp2 + 3(a + 1l2)p + p(a _p2) = o. (2.59) 

The transformation 

P=P+1l 

takes (2.59) to the reduced form 

p 3 + 3aP+ 4a1l = O. 

In general, for the cubic equation 

x 3 + {3x + r = 0, 

(2.60) 

(2.61 ) 

(2.62) 

where {3 and r are constants, the discriminant D is defined as 

D = - 4{33 - 27r. (2.63) 

If (3 and r are real and if D>O then there are three real roots 
while if D < 0 there is one real root and two complex conju­
gate roots. For the cubic equation (2.61), 

D= -108a2(a+41l2). (2.64) 

When a = 0, D= 0 and from (2.61), P= 0, i.e.,p = Il, is a 
multiple root of multiplicity three. When a> 0, D < 0 and 
there is one real root and two complex conjugate roots. To 
obtain this real root let 

P= 2/CiQ, a>O, 

and (2.61) becomes 

4Q3 + 3Q= - (2pl/Ci). 

If we let 

Q= sinh </1 

and use the identity 

4 sinh3 </1 + 3 sinh </1 = sinh 3</1 

then (2.66) reduces to 

sinh 3</1 = - (21l1/Ci). 

Hence 
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(2.65) 

(2.66) 

(2.67) 

(2.68) 

(2.69) 

(2.70) 

and by transforming back using (2.67), (2.65), and (2.60) 
we find that 

p = p - 2/Ci sinh [jsinh - 1 (21l/ /Ci) ] , a > O. 

Equation (2.71) can be written equivalently as 

[ 1 (2 ( 4 2)1/2)] P = p, - 2/Ci sinh "Jln fa + 1 + : ' 

(2.71 ) 

a>O. 

(2.72) 

We now consider some properties of the equation of 
state (2.71). With the aid ofthe series expansions l5 

sinh- 1x=x-x3/6+0(x5
) as x ...... O, 

sinh x = x + x 3/6 + 0(x5
) as x-O, 

it can be verified that 

(2.73) 

(2.74) 

p = - (1l13) + 8(p3Ia) + 0(p,5) as p ...... O, a>O. (2.75) 

The asymptotic behavior of p for large Il is most easily deter­
mined from (2.72). Forlargep, 

p=rp,- 2/Ci sinh [In((41l1/Ci) 113)]' (2.76) 

and therefore for large p, 

p=rp,[ 1 - (2/Cilp)2/3]. (2.77) 

Hence, 

p = Il + 0(1l 1l3 ) as p ...... 00. (2.78) 

The derivative dpldp is most easily calculated using (2.49) 
withp given by (2.71): 

dp 3p - 5/Ci sinh [ j sinh - 1 (2p,1 /Ci) ] 

dp = 3(p - /Ci sinh [j sinh - 1 (2p//Ci) ])' 
(2.79) 

Asymptotic expressions for dp/ dll can be determined using 
(2.75) and (2.78). It is easily verified that 

~= 11'=0 = - !, (2.80) 

which is independent of a(a > 0) and 

dp = 1 + 0(p-2I3) as p ...... 00. 

dll 
(2.81) 

Graphs of p plotted against p for a selection of values of 
a in the range O<.a <. 00 are presented in Fig. 1. The family of 
curves is bounded by the straight-line graphs p = p (a = 0) 
and p = - 1113 (a = 00). The pressure p decreases from 
zero at p = 0 and is negative for sufficiently small values of p 
for each a>O in agreement with (2.75) and (2.80). The 
pressure eventually increases with increasingll and becomes 
positive for sufficiently large p for each O<.a < 00. 

Graphs of dp/ dp plotted against p for the same values of 
a as used in Fig. 1 are presented in Fig. 2. The family of 
curves is bounded by the straight lines dpldll = 1 (a = 0) 
and dpldll = - j (a = 00). For each 0 <a < 00, dp/dp in­
creases monotonically from - j at p = 0 to + 1 at p = 00, 

consistent with (2.80) and (2.81). For sufficiently small val­
ues of Il, dpl dp < 0 for each a > 0 and the fluid is unstable to 
mechanical perturbations. However, for sufficiently large 
values of p, 0 < dpl dll<.l for each O<.a < 00; the fluid is sta­
ble against mechanical perturbations and the speed of sound 
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FIG. 1. The pressure p, given by Eq. (2.71), plotted against,u for a = 0, 
0.01,0.1, I, 5, 10,25,50,100,500, and <X). The straight-line graphs, a = 0 
and a = <X), correspond to the equations of state p =,u and p = - ,u13, 
respectively. 

relative to the fluid, (dp/ dll) 112, does not exceed the speed of 
light. 

The curves p = 0 and dp/ dll = 0 in the (a,ll) plane for 
a> 0 and Il > 0 are plotted in Fig. 3. For a given value of 
a> 0, the values of Il for which p > 0 and dp/ dll > 0 can be 
determined from Fig. 3. We conclude that the only solution 
of (2.49) which satisfies the physically reasonable condi­
tions (2.58) for all values of Il > 0 is P = Il corresponding to 
a = 0, although all solutions with 0 < a < 00 eventually sat­
isfy conditions (2.58) for sufficiently large Il. 

C. Fluid space-times with q" = 0 but ~b;lf 0 

Consideration of a fluid space-time with qa = 0 but 
1f'b #0 is equivalent to taking ua = u'i> where u'i> is the dy­
namic four-velocity. The following theorem follows directly 
from Theorem 2.1. 

Theorem 2.7: If Einstein's field equations (1.5) are sat­
isfied then a fluid space-time with energy-momentum tensor 
(2.1 ), with qa = 0 but 1f'b # 0, where qa and 1f'b are mea­
sured relative to the four velocity ua

, admits an RCV, 
7fa = 7fua, if and only if 

(i) h ~h tired = - (Il - P + 2A)O'ab + j(1r
ed

O'cd )hab 

- ~(hrab - 20'c(a 7Tb) c - 2we(a 7Tb) c, 
(2.82) 
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FIG. 2. The pressure gradient dpl d,u, given by Eq. (2.79), plotted against,u 
for a = 0, 0.01, 0.1, I, 5, 10, 25, 50, 100, 500, and <X). The straight-line 
graphs, a = 0 and a = <X) , correspond to the equations of state p = ,u and 
p = - ,u13, respectively. 
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FIG. 3. The curves p = 0 and dp/d,u = 0 in the (a,,u) plane for a> 0 and 
,u > 0, where p and dpl d,u are given by Eqs. (2.71) and (2.79), respectively. 
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Oi) (p. + 3p - 2A) [ria - (log 7]).a - OUa ] = 0, 
(2.83 ) 

(iii) [(p. + 3p - 2A)7]U
a

1;a = 0, (2.84) 

where 0, Uab' and Wab are the rate of expansion, the rate-of­
shear tensor and the vorticity tensor of the timelike con­
gruence generated by ua

• • 

Equation (2.83) can be written alternatively as 
(2.23a,b). A nonzero Trab enters into (2.82) to (2.84) only 
through condition (2.82); (2.83) and (2.84) are the same as 
for a perfect fluid space-time. If p. + 3p - 2A # 0 then 7] - 1 is 
an acceleration potential and if the fluid is rotational then 
vortex lines are material lines in the fluid. This is a conse­
quence of the symmetry of the flow and is not due to a phys­
ical property of the fluid; in general a fluid with Tr ab # 0 [or 
even a perfect fluid if p # p(p.)] does not admit an accelera­
tion potential and the vortex lines are not generally material 
lines. 

The phenomenological equation of state 

(2.85) 

where A is the coefficient of shear viscosity, is necessary if the 
rate of entropy production is never negative. 7.8 We now es­
tablish the following result which in some ways corresponds 
to Theorem 2.6 for a perfect fluid. 

Theorem 2.8: If Einstein's field equations are satisfied 
and the fluid space-time admits an ReV, 7]a = 7]Ua, and if 

dp 1 
P = p(p.) but dp. # - 3' 
qa=o, 

Trab = - AUab' A> 0, 

where qa and Trab are measured relative to u a and 

either 3(p. + p) dp = p. + 5p - 2A 
dp. 

( excluding dp = 
dp. 

orO=O, 

-+) 

(2.86) 

(2.87) 

(2.88 ) 

(2.89) 

(2.90) 

then U ab = 0 and the fluid has a perfect fluid energy-momen­
tum tensor. For the case 0 = 0, the Rev reduces to a KV. 

Proof Since it is assumed that dp/ dp. # -! it follows 
that p. + 3p - 2A#0 and therefore (2.23b) is satisfied. 
Equations (2.44), (2.45), and (2.47) again hold but in place 
of (2.46) the energy conservation equation now takes the 
form 

(2.91 ) 

By eliminating fJ" p, and (log 7])' from (2.44), (2.45), 
(2.47), and (2.91) we obtain 

[ dP ] ( dP ) b p. + 5p - 4A - 3(p. +p) dp. 0= 1 + 3 dp. Trabif, 

(2.92) 

and since Tr ab = - AU ab it follows that 

[p. + 5p - 4A - 3 (p. + p) ~= ] 0 = - ucr( 1 + 3 ~= ) , 
(2.93) 
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wherecr = !uabif
b
• Now, A #Oanddp/dp.# - !and there­

fore if either (2.89) or (2.90) is satisfied it follows from 
(2.93) that cr = 0 and hence Uab = O. 

When Uab = 0 and (2.23b) is satisfied, (2.43) is again 
valid and therefore if 0 = 0 the ReV reduces to a KV. 

• An equation of state that satisfies (2.86) and (2.89) is 
p = p. + 2A. If a fluid space-time with equation of state 
p = p. + 2A admits an ReV, 7]a = 7]Ua, and if the fluid is 
viscous (A > 0) and ~ = 0 then it will be shear-free and have 
a perfect fluid energy-momentum tensor. In comparison, 
from (2.19), a perfect fluid space-time which admits an 
ReV, 7]a = 7]ua, need not necessarily be shear free when 
p=p. +2A. 

III. SPACELIKE RICCI COLLINEATION VECTORS 
ORTHOGONAL TO u": PERFECT FLUID SPACE-TIMES 

We now consider the properties offluid space-times that 
admit a spacelike ReV, sa, orthogonal to ua

: 

(3.1) 

For an imperfect fluid, the theory of spacelike ReVs orthog­
onal to ua is more complex than that for timelike ReVs par­
allel to u

a
, one reason being that whereas qaua = 0 and 

Tr ab u
b = 0, in general q ana # 0 and Tr ab n b # O. Hence, instead 

of first considering the most general case of an imperfect 
fluid and then specializing to a perfect fluid, as we did for 
timelike ReVs in Sec. II, we will consider first perfect fluid 
space-times in this section and then consider the more com­
plex case of imperfect fluid space-times in Sec. IV. 

We will express the necessary and sufficient conditions 
for a fluid space-time to admit an ReV parallel to na in terms 
of the rotation, expansion, and shear of the spacelike con­
gruence generated by na. To measure the deformation ofthe 
congruence generated by na at any given point P an observer 
with four-velocity wa orthogonal to na at P must be specified. 
Since na u a = 0, an observer comoving with the fluid with 
four-velocity ua may be employed at P and in the subsequent 
theory a comoving observer, ua

, will always be used. Once 
the observer has been specified at anyone point of the con­
gruence, the observers employed at all other points along the 
congruence cannot be arbitrarily assigned; their four-veloc­
ities must satisfy a transport law derived by Greenberg. 3

-
5 It 

follows from the Greenberg transport law that if a comoving 
observer with 4-velocity ua is chosen at anyone given point P 
then the observers employed at all other points along the 
congruence can be comoving observers with four-velocity ua 

if and only if 

(3.2) 

where an overhead star denotes covariant differentiation 
along an integral curve of na

; for example, 

(3.3) 

In the following theory it will not be required to employ 
comoving observers all along the congruence and (3.2) need 
not hold; only the observer at the given point P will be co­
moving. It can be shown that (3.2) is the necessary and 
sufficient condition for the integral curves of na(naua = 0, 
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na na = + 1) to be material curves in the fluid4,s and there­
fore comoving observers U

O can be employed all along the 
n-congruence if and only if the curves of the congruence are 
material curves. For the following theory it will be conven­
ient to define 

NQ = h :hb - na + (nbnb)n
Q
. (3.4) 

The rotation tensor fit ob' the expansion'll, and the 
shear tensor Y ab of the spacelike congruence generated by 
na as measured by an observer with four-velocity ua are 

fit ab = p~p:n[c;d I' 
'll = pabnQ;b, 

Y ab = p~p:n(C;d) - !'llPab' 

(3.5) 

(3.6) 

(3.7) 

where pab is the projection tensor that projects onto the two­
space orthogonal to UO and nQ: 

pab=g"b+uaub_nanb; pabUb=O, pabnb=o. (3.S) 

The covariant derivative of no can be decomposed as 

where fit ab' 'll, and Y ab are measured by an observer with 
four-velocity ua

• 

The following theorem corresponds directly with 
Theorem 2.2. 

Theorem 3.1: If Einstein's field equations (1.5) are sat­
isfied, then a perfect fluid space-time admits an RCV, 
t a = tna(nana = + l,naua = 0) if and only if 

(i) (p + 3P - 2A)UJa1 nl = !(p - p + 2A)Na, (3.10) 

(ii) (p-p+2A)Yab =0, (3.11) 

(iii) (p-p+2A)[1ia + (logt),a -!'llno ] =0, (3.12) 

(iv) (p - p + 2A) (!'ll + ntil) = 0, 

(v) [(p - p + 2A)tna];a = 0, 

(3.13) 

(3.14) 

whereNQ is defined by (3.4) and'll andYab aretheexpan­
sion and shear of the spacelike congruence generated by na as 
measured by an observer with the fluid unit four-velocity uO

• 

Proof From the definition of the Lie derivative, 

.Y snRab = t [Rab + 2ncRc(a(log t),b) + 2Rc(a nc;b)]' 
(3.15 ) 

With the aid of Einstein's field equations for a perfect fluid, 
(3.15) may be rewritten as 

.Y snRab = t H(ft + 3p) + !(ft - p)hab 

+2(p+p)(ft(Oub) -U(aul;b)nt ) 

+ (p - p + 2A)(n(a;b) + n(a (log t),b»]' 
(3.16) 

Suppose first that tn° is an RCV. Then ( 1.1) is satisfied. 
The right-hand side of (3.16) is therefore zero and by con­
tracting it in turn with uaub, uOnb, Uapbc, nanb, napbc, pab, and 
pacpbd _ !pabpcd the following seven equations are derived: 

ft + 3p + 2(p + 3p - 2A)naua = 0, (3.17) 

(p - p + 2A)((log t)' + uo 1ia) = 0, (3.1S) 
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!(p - p + 2A)h :hb - (p + p)(ta - nbnb)na) 

+ !(p + 3p - 2A)p:ntUt;b = 0, 

ft - p + 2(p - p + 2A)(logt)* = 0, 

(f-l - p + 2A)p: [lib + (log t),b] = 0, 

ft - p + (f-l - p + 2A) 'll = 0, 

(f-l-p+2A)Y ab =0. 

(3.19) 

(3.20) 

(3.21) 

(3.22) 

(3.23 ) 

We will also require the momentum conservation equa­
tion for a perfect fluid, (2.32), contracted with nO: 

p + (p + p)nQua = 0. (3.24) 

The momentum conservation equation (2.32) followed 
from Einstein's field equations. 

(i) Condition (3.10) is derived from (3.19). We have 

, 2 I + * n U,;b = n U[t;b I Ub 

= - 2UJb,nt - (n,u')ub + nb , (3.25) 

and by substituting from (3.25) into (3.19), (3.10) follows 
directly. 

(ii) Condition (3.11) is given by (3.23). 
(iii) To derive (3.12), we first expand (3.21) and use 

(3.IS); this gives 

(p-p+2A)[lia + (Iogt),a - (logt)*na ] =0. 
(3.26) 

But by subtracting (3.22) from (3.20) it follows that 

(p - p + 2A) (log t)* = !(p - p + 2A) 'll, (3.27) 

and by substituting from (3.27) into (3.26), (3.12) is imme­
diately derived. 

(iv) To derive (3.13), we first substitute (3.24) for p 
into (3.17) to obtain 

ft = (p - 3p + 4A)nQ uo
• (3.2S) 

By replacingp andft in (3.22) by (3.24) and (3.2S), respec­
tively, (3.13) is obtained. 

(v) Consider the final condition (3.14). Substitute 
(3.24) and (3.2S) into (3.20); this gives 

(p - p + 2A) (log t)* = - (p - p + 2A)nauO, 
(3.29) 

and subtract (3.29) from twice (3.27) to obtain 

(f-l - p + 2A) (log t)* = (f-l - p + 2A)( 'll + nauQ). 
(3.30) 

But from (3.6), 

'll + naua = na;a' (3.31) 

and therefore (3.30) becomes 

(p - p + 2A)(log t)* = (p - p + 2A)na;a' (3.32) 

If one of the terms (f-l - p + 2A) (log t) * in (3.20) is re­
placed by (3.32) then (3.20) may be written as 

(f-l- p + 2A),atn° + (f-l- p + 2A) (t,a na + tno;a) = 0, 
(3.33 ) 

from which (3.14) follows directly. 
Hence, if to = tn° is an RCV then conditions (3.10)­

(3.14) are satisfied. 
Conversely, suppose that (3.10)-(3.14) are satisfied 

and Einstein's field equations hold. 
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Using (3.9) for n(Q;bP (3.11) and (3.12) for 
(p, - p + 2A) (log s).Q Eq. (3.16) becomes 

!f snRQb = 5 H(ft + 3p)uaub + !(ft - p)hab 

+ !(p, - p + 2A) (f&' hQb - 2u(QNb) ) 

- (p, + 3p - 2A)u(a (U';b) n, - ~b»]' 
(3.34) 

Further, by using (3.25) for n'Ut;b and (3.10) for 
(p, + 3p - 2A)wa,n' and by replacing ~ by n,ilwith the aid 
of (3.13), (3.34) reduces to 

!f snRab = 5 B<ft + 3p + 2(p, + 3p - 2A)n,il)uQub 

+!<ft - p - 2(p,- p + 2A)n,u1hab]' (3.35) 

Now, p is expressed in terms of n,u' through (3.24). To 
obtain ft in terms of n,u' we use the remaining condition 
(3.14), which may be expanded as 

ft - p + 2(p,- p + 2A) (log 5)* = O. (3.36) 

But if (3.12) is contracted with nQ we obtain, with the aid of 
(3.13), 

(p,-p+2A)(logs)*= - (p,-p+2A)n,u' (3.37) 

and therefore (3.36) becomes 

ft - p - 2(p, - p + 2A)n,ut = O. (3.38) 

By eliminatingp from (3.38) using (3.24), Eq. (3.28) for ft 
is again derived. It is easily verified with the aid of (3.24) and 
(3.28) that the right-hand side of (3.35) vanishes and there­
fore 5 a = sna is an RCV. • 

It is easily verified that (3.14) is the conservation law 
(1.6) for the special case of a perfect fluid and Vb = snb • 

Conditions (3.11 )-( 3.13) may be written alternatively as 

either p = p, + 2A 

(3.39a,b) 
(3.40a,b) 
(3.41a,b) 

One of the necessary and sufficient conditions for a fluid 
space-time to admit a CKV, sa = sna(naua = 0, 
na no= +1),is5 

(3.42) 

Equation (3.42) is purely kinematic. If a perfect fluid space­
time can admit an SCKV orthogonal to UO and sna is both an 
SCKV and an RCV it may appear that (3.41b) and (3.42) 
are inconsistent because of the difference in sign. This is not 
the case because it can be shownl3

•
16 using Einstein's field 

equations that if a perfect fluid space-time admits an SCKV, 
5° = snQ, then 

either 5 = 0 or p = p, + 2A. (3.43) 

When ~ = 0, (3.41b) and (3.42) agree. When 1&'=10, the 
SCKVbelongs to the subset of RCVs for whichp = p, + 2A 
and therefore (3.41b) does not apply. 

The following theorem corresponds to Theorem 2.3 for 
an RCV parallel to uO. 

Theorem 3.2: Suppose that a perfect fluid space-time 
admits an RCV, 5° = snQ(non° = + 1,nouO = 0) and that 
Einstein's field equations are satisfied. 
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(a) w = O. Then either p = p, + 2A or the integral 
curves of n° are material curves in fluid. 

(b) w#O. 
(i) If p = p, + 2A but p, + A:~O then nQ = ± wQ / wand 

the vortex lines are material lines in the fluid. 
(ii) If the integral curves of nQ are material curves and 

p, + 3p - 2A=l0, then nQ = ± wQ/w. 
(iii) If na = ± wo/w, then the vortex lines are material 

lines if p=lP, + 2A and also if p = p, + 2A provided 
p, + A=lO. 

Proof: All of the results are established from (3.10). 
(a) w = O. It follows from (3.10) that when w = 0, 

either p = p, + 2A or Na = O. When NQ = 0 the integral 
curves of nQ are material curves in the fluid. 4

•
5 

(b) w#O. 
0) If p =p, + 2A then p, + 3p - 2A = 4(p, + A)#O. 

Hence, from (3.10), 

(3.44) 

and since W ot = 1]Qtrswruswe find by contracting (3.44) with 
1]QbcdwcUd that 

(3.45) 

Since both na#O and wa=lO it follows that na = ± wa/w. 
Also, since the fluid is a perfect fluid and p = p, + 2A, 

r = exp( fP ~) a: (p, + A) 1/2=10 (3.46) 
JpoP+p, 

is an acceleration potential and therefore the vortex lines are 
material lines in the fluid. 8 

(ii) If the integral curves of na are material curves then 
N a = 0 (Refs. 4 and 5). Hence, since p, + 3p - 2A=l0, 
(3.44) is again obtained from (3.10) and therefore 
na= ±wa/w. 

(iii) If nQ = ± wa/w andp=lp, + 2A then N a = 0 and 
the vortex lines are material lines. If p = p, + 2A and 
p, + A#O then from (i) vortex lines are material lines. 

• 
The following theorem corresponds to theorem 2.4 for 

an RCV parallel to ua
• 

Theorem 3.3: Consider a perfect fluid space-time. IfEin­
stein's field equations are satisfied and if the equation of state 
of the fluid is 

p =p, + 2A, 

and if 

p, + A#O 

then 
(a) w = O. Any vector orthogonal to uQ is RCV. 

(3.47) 

(3.48) 

(b) w#O. A vector orthogonal to uQ is an RCV if and 
only if it is parallel to wO. 

Proof: The only condition of Theorem 3.1 not identically 
satisfied whenp = p, + 2A is (3.10) which reduces to 

(p, + A)wo,nt = O. (3.49) 

(a) w = O. If w = 0 then (3.49) is identically satisfied 
and any vector 5 a = snQ orthogonal to uQ is an RCV. 

(b) w=lO. Suppose first that snO(nouQ = 0, 
nonQ = + 1) is an RCV. Then, if p, + A=lO it follows from 
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(3.49) that wo,n' = ° and therefore (3.45) is satisfied; thus 
n° is parallel to wO. 

Conversely, suppose that n° = wo/w. Then since 
wo,n' = 0, (3.49) is satisfied and therefore sn° is an RCV. 

• As a simple example of Theorem 3.3, consider the G6del 
universe which is a rotational perfect fluid space-time that 
satisfies 7,8 

P = J.L + 2A, J.L + A = w2 :;ofO. (3.50) 

Thus any vector parallel to W O is an RCV of the G6deI metric 
and any RCV orthogonal to UO admitted by the G6deI uni­
verse must be parallel to wO. For the G6del universeS 

wO=(a/V2)D~, a=const. (3.51) 

Any vector of the form SD~ is therefore an RCV of the G6del 
metric. It is well known that D~ is a KV of the G6del metric 
which is a special case of an RCV. 

We now consider perfect fluid space-times with 
p:;of J.L + 2A. The following theorem corresponds to Theorem 
2.5 for an RCV parallel to uo. 

Theorem 3.3: Consider a perfect fluid space-time such 
that p:;ofJ.L + 2A and J.L + 3p - 2A:;ofO. If Einstein's field 
equations are satisfied andso = snO(nouO = O,non° = + 1) 
is an RCV such that 

~O=o, (3.52) 

and if the integral curves of na are material curves in the 
fluid, or equivalently when w:;ofO if na = wa/w, then 

either (i) g> = ° and na is a KV, 

or (ii) g>:;ofO and &t ab = ° and g>,bP: = 0. 

Proot (i) g> = 0. Using (3.9) for no;b and (3.25) it can 
be verified that 

n(a;b) = !g>Pab + Yab + ~(Onb) - U(aNb) 

(3.53 ) 

But since p:;ofJ.L + 2A it follows from (3.11) and (3.13) that 
Yab = ° and n,il = -!g> = 0. Also, ifthe integral curves 
of na are material curves then N a = ° and from (3.10), 
wa,n' = 0. [Alternatively, when w:;ofO, if na = wa/w then 
wo,n' = ° and from (3.10), N° = 0.] Since g> = ° and 
~a = 0, (3.53) reduces to n(o;b) = ° and thereforenoisaKV. 

(ii) g> :;of 0, Since p:;ofJ.L + 2A and ~o = 0, it follows from 
(3.12) that 

g>no = 2 (log s),o' (3.54) 

and therefore 

n[og>.b J + g>n[o;b J =0. (3.55) 

Projecting on (3.55) withp~p~ gives 

g> f!ll cd = ° (3.56) 

and therefore &tab = ° since g> :;of 0. Projecting on (3.55) 
with nOp~ and using ~a = ° yields 

g>.bP~ = 0. .(3.57) 

If a perfect fluid space-time can admit an SCKV orthog­
onal to U O then, sinces 

(3.58) 
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where", is the conformal factor, it follows from (3.43) that 
the SCKV is necessarily a KV unless P = J.L + 2A. We now 
consider the extension of this result to an RCV. The follow­
ing theorem corresponds to Theorem 2.6 for an RCV paral­
lel to ua 

• 

Theorem 3.4: Suppose that Einstein's field equations are 
satisfied. If a perfect fluid space-time with equation of state 
J.L = J.L(p) admits an RCV, sa = snO(noua = O,non° = + 1) 
and if the integral curves of n° are material curves in the 
fluid, or equivalently when w:;ofO ifn° = wo/w, then either sa 
degenerates to a KV or 

(J.L + p) dll = 3p - ft - 4A. 
dp 

Proof We suppose that 

(J.L + p) dll :;of3p - Il- 4A. 
dp 

(3.59) 

(3.60) 

and show that S(O;b) = 0. Since Il = P - 2A and 
J.L = - 3p + 2A are particular solutions of (3.59), it follows 
that if (3.60) holds then J.L - P + 2A:;ofO and 
J.L + 3p - 2A:;ofO. Since Il- p + 2A:;ofO, Eqs. (3.39b), 
(3.40b), and (3.41b) are satisfied. If the integral curves of n° 
are material curves then Na = ° and from (3.10), since 
J.L + 3p - 2A:;of 0, we have wo, n' = 0. [If, alternatively, when 
w:;ofO, n° = wo/w then wo,n' = ° and from (3.10), since 
J.L - p + 2A:;ofO, we have N° = 0.] Hence with the aid of 
(3.53) a direct calculation gives 

(sn(o);b) =!Sg>(hob +uoub)· (3.61) 

It remains to determine g>. Equation (3.14) when ex­
panded is 

p - p + (J.L - p + 2A)((log s)* + nO;o) = 0. (3.62) 

But (3.40b) contracted with n° gives 

(log s)* = !g>, 

and also from (3.6) and (3.41h) we have 

nO;o =!g>. 

Equation (3.62) therefore becomes 

p - p + (J.L - p + 2A) g> = 0. 

Also, (3.24) and (3.41b) give 

p - ! (Il + p) g> = 0. 

(3.63 ) 

(3.64 ) 

(3.65 ) 

(3.66) 

Finally, Il = Il(P) covariantly differentiated along an inte­
gral curve of n° yields 

p = dll p. 
dp 

(3.67) 

Equations (3.65), (3.66), and (3.67) are three homoge­
neous equations for p, p, and g>. On eliminating p and p we 
find that 

[(J.L+P): +J.L-3P +4A]g> =0, (3.68) 

and therefore (3.60) implies that g> = 0. Hence, from 
(3.61), sn° is a KV which establishes the theorem. 

• 
We have noted that J.L = P - 2A and Il = - 3p + 2A 

are particular solutions of the differential equation (3.59). 
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We now consider the general solution of (3.59). We will 
assume that p, + p =1= 0 and for simplicity we will take A = O. 
Equation (3.59) reduces to 

dp, 3p - P, 

dp = P +p, . 
(3.69) 

If A =1=0 the change of variables (2.50) reduces (3.59) to the 
homogeneous form (3.69) in p and Ii and the following 
method of solution would still apply. The right-hand side of 
(3.69) is a homogeneous function of degree 0 in p, and p. We 
therefore make the standard transformation from (p"p) to 
(v,p) where 

p, = vp. (3.70) 

Equation (3.69) becomes 

dv (1 - v)( 3 + v) 
p-= . 

dp 1 +v 
(3.71) 

The variables are separable in (3.71) and its solution is 

p2(l - v)(v + 3) = /3, (3.72) 

where /3 is a constant. Expressed in terms of p, and p, (3.72) 
is 

(p - p,)(p, + 3p) = 3/3, (3.73) 

which may be rewritten as the following quadratic equation 
forp: 

3p2 - 2p,p - (p,2 + /3) = O. (3.74) 

Whereas the differential equation (2.49) gave rise to a cubic 
equation for p, (3.69) has produced a quadratic equation for 
p. The two solutions of (3.69) are 

p ± = ~ ± ~ 02 + ! p ) 112 • (3.75) 

Whenp, = 0, 

p± (0) = ± (/313)1/2 (3.76) 

and therefore for p to be real when p, = 0 we require /3>0. 
We will consider only /3>0 and hence from (3.73), either 
p>p, or p<:,. - p,/3. The only solution that satisfies the physi­
cally reasonable condition, p = 0 when p, = 0, is obtained 
when /3 = 0 and is p = p,. 

Graphs of p + and p _ plotted against p, for a selection 
of values of /3>0 are presented in Fig. 4. The solution p + is 
positive for all/3> 0 and allp,>O and this family of graphs is 
bounded below by the straight line p + = p, (/3 = 0). The so­
lutionp _ is negative for all/3> 0 and allp,>O and this family 
of graphs is bounded above by the straight line 
p_ = -!p,(/3=0). 

From (3.75) we have 

dp ± = ~ ± 2p" (3.77) 
dp, 3 3 (p,2 + i /3) 112 

and 

d~: 11<=0 = +, (3.78) 

which is independent of /3. From (3.69) it follows that if 
p,>0 then dpldp,>O if either p>p,/3, which is satisfied only 
by the p + solution, or p<:,. - p, which can be attained only by 
the p _ solution. From (3.75) we see that 
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FIG. 4. The pressures p + and p _ , given by Eq. (3.75), plotted against Jl 
for /3 = 0, 1, 10, 25, 50, and 100. The two straight-line graphs for /3 = ° 
correspond to the equations of state p + = Jl and p _ = - Jl13. 

p _ < - P, ifp,<!/3 1/2; thus dp _ Idp,>O ifO<p,<!/3 112. 

Graphs of dp ± I dp, plotted against p, for a selection of 
values of /3>0 are presented in Fig. 5. The family of graphs 
of dp + I dp, is bounded by the straight lines 
dp + Idp, = 1 (/3 = 0) and dp + Idp, = !(/3 = (0) and there­
fore the fluid is stable against mechanical perturbations 
(dp + Idp, > 0) and the speed of sound relative to the fluid 
does not exceed the speed oflight (dp + Idp, < 1) for allp,>O 
and/3>O. The family of graphs of dp _ I dp,is bounded by the 
straight lines dp _ I dp, = -! (/3 = 0) and dp _I dp, 
= 1(/3 = (0). We have observed that dp_Idp,>O, and there­

fore the fluid is stable against mechanical perturbations, if 
for given /3, 0<p,<!/3 112. For this range of p" the speed of 
sound relative to the fluid Vs does not exceed the speed of 
light: 

Vs = (d~; )112<:,. ~ • (3.79) 

We conclude that p + satisfies the physically reasonable 
conditions (2.58) for all{3>O and p,>0, but if we insist that 
p(O) = 0, then we must take/3 = 0 andp = p,. The solution 
p _ is negativefor all/3>O andp,>O [exceptthat p _ (0) = 0 
when /3 = 0] and dp _ I dp, < 0 and the fluid is unstable to 
mechanical perturbations, when p, > ! /3 112. When 
0<p,<!/3 112

, O<dp_ Idp,<! and the fluid is stable to me­
chanical perturbations and the speed of sound relative to the 
fluid does not exceed the speed of light. 
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FIG. S. The pressure gradients dp± /dp., given by Eq. (3.77), plotted 
againstp. for P = 0, 0.1, I, S, 10, 2S, SO, 100, and 00. The two straight-line 
graphs for P = 0 correspond to the equations of state p + = P. and 
p_ = -p./3. 

IV. SPACELIKE RICCI COLLINEATION VECTORS 
ORTHOGONAL TO ua: IMPERFECT FLUID SPACE­
TIMES 

When considering the properties of RCVs 
SO = sn° (no UO = O,no n° = + 1) admitted by imperfect flu­
id space-times in which either or both qO#O and 1Tob #0 it is 
convenient to decompose qa and 1Tob with respect to n°. If X ° 
and Yob are any vector and second-order tensor orthogonal 
to UO on all indices, then 

xa = (ntXt)n° + potXt' (4.1 ) 

Yob = (Ys,nSn')non b + nop~ YstnS + nbP~ Ys,n t 

+ ~(Ys,Pst)Pob + (p~p~ - !pSPOb) Yst' (4.2) 

wherepobis defined by (3.8). Thus~ and1Tob maybedecom­
posed with respect to na as 

qO=vno+Qo, (4.3) 

1Tab =r(nanb -~Pab) +2P(a nb) + Dab' (4.4) 

where 

1718 

v=q,n', 

r = 1Ts,n
sn', 

Qa =pa'qt' 
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(4.5) 

(4.6) 

(4.7) 

(4.8) 

Dab = (p~p~ - !pSPab ) 1rw 

We have 

(4.9) 

~~=~ ~~=~ ~~=~ ~~=~ 

D(ob) = Dab' DabUb = 0, Dabnb.= 0, Da a = O. 
(4.10) 

The necessary and sufficient conditions for an imperfect 
fluid space-time to admit an RCV, Sa = sn°, can be ex­
pressed in terms of propagation equations for v, r, Qa, pa, 
and Dab along the integral curves of n°. The analysis is more 
complex than that for an RCV parallel to ua as presented in 
Theorem 2.1. One reason for this is that na

, unlike ua
, is not 

in general orthogonal to qa or 1Tab' Since 1TabUb = 0, ua is a 
timelike eigenvector of 1Tob with zero eigenvalue. This sug­
gests that the simpler case in which qO = 0 and na is a space­
like eigenvector of 1Tab should first be considered. This will 
be done in the next subsection which corresponds to Sec. 
III C for an Rev parallel to ua

• We will then state without 
derivation the more complex theorem for a fluid space-time 
with qa#o and general1Tob . 

A. Fluid space-times with q" = 0 and". an eigenvector of 

'".b 
Suppose that na is a spacelike eigenvector of 1T ab : 

(4.11) 

where r is given by (4.6). Then from (4.8), 

pa=o (4.12) 

and (4.4) reduces to 

1Tab =r(nanb -~Pab) + Dab· (4.13) 

An important example of (4.11) is a fluid with aniso­
tropic pressure. If qa = 0, the energy-momentum tensor of a 
fluid with anisotropic pressure is l3 

T ob = J.LUaUb + PUs"Sb + Pipab(s); (4.14) 

where s" is a spacelike unit vector orthogonal to 
ua(sas" = + 1, saua = O),PII andpi denote the fluid pres­
sure parallel and perpendicular to s", respectively, and 

pab(s) = g"b + uOub _ s"Sb. (4.15) 

When necessary the projection tensor pab defined by (3.8) 
will be denoted by pab(n) to distinguish frompab(s). Equa­
tion ( 4.14 ) may be rewritten in the standard form (2.1 ) with 
qa = o and 

P=~(PII +2Pi)' (4.16) 

1Tab = (Pi - PII )(!hab - SaSb)· 

There are two cases of interest. 
(i) na = ± s". If na = ± s" then using (4.17), 

1T~bnb = j(PIl - Pi )na 

(4.17) 

(4.18 ) 

and therefore na is a spacelike eigenvector of 1Tab with 

r=j(PIl -Pi)· 

Further, it is easily verified from (4.9) that 

Dab =0. 

(ii) nas" = o. If n° is orthogonal to s" then 
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(4.21) 

and therefore na is a spacelike eigenvector of '!Tab with eigen­
value 

r = ! (p 1 - PII ). 

A direct calculation using (4.9) gives 

Dab = (PII -Pl){SaSb -~Pab(n» 

wherepab (n) is given by (3.8). 

(4.22) 

(4.23) 

An example of a fluid with energy-momentum tensor of 
the form (4.14) is a plasma in a strong magnetic field. If the 
particle collision density is low, a strong magnetic field can 
cause the pressure along and perpendicular to the magnetic 
field to be unequal. The total energy-momentum tensor is13 

Tab =p,UaUb + PIi SaSb + Plpab(S) + T~~, (4.24) 

where sa = H a / H, H a is the local magnetic field measured 
by ua

, and T~~ is the electromagnetic energy-momentum 
tensor. We will take for T';{'M the Minkowski tensor. If the 
local electric field E a vanishes the Minkowski tensor for a 
pure magnetic field is8 

T~~ = ~H2uaub + tAH2hab + AH2(!hab - SaSb) 

= ~H2uaub _ ~H2~Sb + ~H2pab(s), (4.25) 

where A is the magnetic permeability. Thus T~~ also has the 
form (4.14) and the total energy-momentum tensor (4.24) 
can be written as 

Tab = Jiuaub + plI~Sb + plpab(S) , 

where 

Ji = p, + ~H2, 
- l1H2 PII =PII - 1'" , 

.01 =Pl +~H2. 

(4.26) 

( 4.27) 

(4.28) 

(4.29) 

The results (4.18) and (4.23) are valid withPl1 andpl re­
placed by .011 and Pl' 

We now outline the derivation of the following theorem 
that is established in a similar way to Theorems 2.1 and 3.1. 

Theorem 4.1: If Einstein's field equations ( 1.5) 

are satisfied and qa = ° but '!Tab;60 and if 
na(nana = + l,naua = 0) is a spacelike eigenvector of '!Tab: 

(4.30) 

then the fluid space-time admits an RCV, sa = sna, if and 
only if 

(i) (p, + 3p - 2A)wa,n' 

= !(p,- P - r + 2A)Na + Da,N ', (4.31) 

(ii) P~ptDCd 
= - (p,-p-r+2A)Yab + (DcdYcd)Pab 

- ~ Dab - 2Y,(aDb) 1 - 2&1 I (a Db) I, (4.32) 

(iii) (p, - P + 2r + 2A) [~a + (log S).a 

- (~+nlul)na] =0, (4.33) 

(iv) r = - !(p,- P + 2r + 2A)( ~ + 2n,u' ) 

- r~ + ~DcdYcd' (4.34) 

(v) [(p,-p+2r+2A)sna];a =0, (4.35) 

where Na and Dab are defined by (3.4) and (4.9) and ~, 
Yab' and &1 ab are the expansion, shear, and rotation of the 
spacelike congruence generated by na as measured by an ob­
server with the fluid unit four-velocity ua

• 

Proof We give the main steps in the proof. Using Ein­
stein's field equations (1.5) and (4.13) for '!Tab' it can be 
verified that (3.15) becomes 

.? snRab = 5 H(ft + 3p)uaub + !(ft - p - r)Pab + !(ft - p + 2r)nanb + 2(p, + P - !r)(~(aUb) - U(aul;bnl) 

+ 3~(anb) + (p,- P + 2r + 2A)n(a,(log S),b + (p,- P - r + 2A)n(a;b) + 2D,(an\b]' (4.36) 

Suppose first that sna is an RCV. Then the right-hand 
side of (4.36) vanishes and by contracting it in tum with 
uaub, uanb, Uapbc, nanb, napbc, pab, and pacpbd _ !pabpcd the 

following seven equations are derived: 

ft + 3p + 2(p, + 3p - 2A)n,u' = 0, (4.37) 

(p,-p+2r+ 2A)[(logs)' -nb~b] =0, (4.38) 

!(p,- P + 2A)h :hb - (p, + P)(~a - (nl~l)na) 

+ !(p, + 3p - 2A)p:n'Ut;b - !rNa + Da,N' = 0, 
(4.39) 

ft - P + 2r + 2(p,- P + 2r + 2A) (log 5)· = 0, (4.40) 

(p,-p+2r+2A)p:[~b + (lOgS),b] =0, (4.41) 

ft - p - r + (p, - P - r + 2A) ~ + 2D cd Y cd = 0, (4.42) 

P~ptDCd + (p,-p-r+2A)Yab - (DcdYcd)Pab 

+ ~ Dab + 2.5'" l(aDb) 1 + 2&1 l(aDb) 1 = 0. (4.43) 
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The momentum conservation equation contracted with 
na will also be required. For a fluid with ~ = 0, the momen­
tum conservation equation, which follows from Einstein's 
field equations, is 7,8 

(p, + p)Ua = - h: (P,b + 7Tb C;c). (4.44) 

If ( 4.44) is contracted with na and ( 4.13) is used for ~b then 
we obtain 

p + r+ (p, +p + r)ncuC +~r~ -DcdYcd = 0. 
(4.45) 

(i) Condition (4.31) follows directly from (4.39) with 
the aid of (3.25). 

(ii) Condition (4.32) is given by (4.43). 
(iii) To derive condition (4.33) we first expand (4.41) 

and use (4.38); this gives 

(p,- P + 2r + 2A) [~a + (log 5) ,a - (log S)·na ] = 0. 
( 4.46) 
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Now, (I' - P + 2r + 2A) (log S) * is given in terms of ft, p, 
and rby (4.40). By solving (4.37), (4.42), and (4.45) for ft, 
p, and r we find that 

ft = - (I' - P + ~r + 2A) /ff 

- (I' + p + r)ncuC - Dcd Y cd , 

P = ~(J.L - P + ~r+ 2A)/ff 

- ~(J.L + 5p - r - 4A)ncuC + ~D cd Y cd' 

r = - ~(J.L - P + 5r + 2A) /ff 

( 4.47) 

( 4.48) 

- j(J.L - p + 2r + 2A)ncuC + jD cd Y cd ' (4.49) 

and by substituting for ft, p, and r in (4.40), we obtain 

(I' - P + 2r + 2A) (log S)* 

(4.50) 

Condition (4.33) follows directly from (4.46) and (4.50). 
(iv) Condition (4.34) is given by (4.49). 
(v) Finally, consider (4.33). Equation (4.40) may be 

written as 

(I' - P + 2r + 2A)* + 2(1' - P + 2r + 2A) (log S)* = O. 
(4.51 ) 

But from (3.31) and (4.50), we have 

(I' - p + 2r + 2A) (log S)* = (I' - P + 2r + 2A)na;a' 
(4.52) 

and by replacing one of the terms 
(I' - P + 2r + 2A) (log S) * in (4.51) by (4.52) it follows 
that 

(I' - p + 2r + 2A),asna 

+ (I' - P + 2r + 2A) (S,ana + sna;a) = 0, (4.53 ) 

from which (4.35) is immediately obtained. 
Hence, if Sna is an RCV then conditions (4.31 )-( 4.35) 

are satisfied. 
Conversely, suppose that (4.31 )-( 4.33) hold and that 

Einstein's field equations are satisfied. We show that Sna is 
an RCV. 

If (4.32) for Dab' (4.33) for (J.L-p+2r 
+ 2A) (log S) ,a' and (4.34) for r are substituted into 
(4.36) and na;b and nt;b are expanded using (3.9), then 
(4.36) becomes 

.?snRab = S [!(ft + 3p)uaub + ~{ft - p + ~(J.L -p + !r+ 2A)/ff +j(J.L - P + 2r+ 2A)ntu
t + ~DcdYcd}hab 

+ (J.L+3p-2A)(~(aUb) -ntUt;(aUb) - (J.L-p-r+2A)N(aUb) -2u(aDb)tNT (4.54) 

With the aid of the identity (3.25) for n'Ut;b and (4.31), 
(4.54) simplifies to 

.? snRab =!S [{ft + 3p + 2(1' + 3p - 2A)n,ut}uaUb 

+ {ft - p + ~(J.L - P +!r + 2A) /ff 

+ ~(J.L - P + 2r + 2A)n l u' + ~D cd Y cd }hab]' 
(4.55 ) 

It remains to obtain expressions for ft and p. We first expand 
(4.35) to obtain 

ft - p + 2r + (I' - p + 2r + 2A){(log S)* + na;a) = O. 
( 4.56) 

But contraction of (4.33) with na gives again (4.50) and 
using (4.50) and also (3.31) for na;a' (4.56) becomes 

ft -p + 2r+ 2(1' - P + 2r+ 2A)(/ff + n,u/) = O. 
(4.57) 

If (4.57), (4.34), and (4.45), which follows from Einstein's 
field equations, are solved for ft andp then (4,47) and (4.48) 
are again obtained. By substituting from (4.47) and (4.48) 
for ft and pinto (4,55), it is readily verified that the right­
hand side of (4.55) vanishes and therefore sna is an RCV. 

• 
It is easily verified that (4.35) is the conservation law 

( 1.6) for the special case of an imperfect fluid with 
qa = O,1Tab nb = rna and Vb = Snb. Unlike a perfect fluid, for 
which the necessary and sufficient conditions (3.10)-( 3, 14) 
do not depend on f!ll ab' the rotation of the spacelike con­
gruence enters through (4.32) when Dab #0. 
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Applications of Theorem 4.1 may be divided into two 
cases, Dab = 0 and Dab # O. We first consider imperfect 
fluids with Dab = O . 

Theorem 4.2: Suppose that an imperfect fluid space­
timeadmitsanRCV,sa = Sna(nana = + 1,naua = 0), that 
Einstein's field equations hold and that 

Tab = J.LUa Ub + phab + 1Tab' 

where 1Tab satisfies 

(4,58 ) 

1Tab nb=rna, Dab = (p~pt -~pcdpab)1Tcd =0. (4.59) 

(a) Then, either p = I' - r + 2A or Y ab = 0, 
(4.60) 

where Y ab is the shear of the n-congruence as measured by 
an observer with 4-velocity ua

• 

(b) cu = O. Then either p = I' - r + 2A or the integral 
curves of na are material curves in the fluid, 

(c) cu#O. (i) If p = I' - r + 2A but I' + A - lr#O, 
then na = ± cua/cu. 

(ii) If the integral curves of na are material curves in the 
fluid and I' + 3p - 2A#0 then na ± cua/cu. 

(iii) If na = ± cua/cu and if P#J.L - r + 2A, then the 
vortex lines are material lines in the fluid, 

Proof (a) When Dab = 0, (4.32) reduces to 

(J.L-p-r+2A)Yab =0 (4.61) 

and therefore either p = I' - r + 2A or Y ab = 0, 
(b) When cu = 0 and Dab = 0, (4.31) reduces to 

(I' - P - r + 2A)Na = 0, (4,62) 
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and hence either P = P, - r + 2A or Na = O. When Na = 0 
the integral curves na are material curves. 

(c) When w#O and Dab = 0, (4.31) becomes 

(p, + 3p - 2A)wa,n' = !(p, - P - r + 2A)Na. (4.63) 

(i) If P = P, - r + 2A, then (4.63) reduces to 

(4.64) 

and hence if p, + A - ir#O then wa,n' = 0 and therefore 
na = ± wa/w. 

(ii) If the integral curves ofna are material curves then 
Na = 0 and therefore from (4.63), if P, + 3p - 2A#0, then 
wa,n' = 0 and na = ± wa/w. 

(iii) If na = ± wa/w and if P#p' - r + 2A then from 
(4.63), N a = 0 and the integral curves of na are material 
curves. • 

As an application of Theorem 4.2, consider a fluid with 
anisotropic pressure and energy-momentum tensor of the 
form (4.14). This includes a fluid with anisotropic pressure 
produced by a pure magnetic field. If na = ± $-', where $-' is 
the preferred direction, then by (4.18) and (4.20), na is an 
eigenvector of 1Tab and Dab = O. 

Theorem 4.3: Suppose that a fluid space-time with ener­
gy-momentum tensor (4.14) admits an RCV, sa = sna, 
with na = ± $-'(saua = 0, Sa$-' = + 1). 

(i) Then 
either PII = P, + 2A or Y ab = 0, (4.65) 

where Y ab is the shear of the spacelike congruence genera­
ted by na (equivalently $-') as measured by an observer with 
four-velocity ua

• 

(ii) If the anisotropic pressure is produced by a pure 
magnetic field and 

P,+PII +2Pl +..iH2_2A#0, (4.66) 

then the magnetic field lines must coincide with the vortex 
lines if w#O: 

na= ±Ha/H= ±wa/w. (4.67) 

Proof (i) The result (4.65) follows directly from (4.60) 
using (4.16) for P and (4.19) for r. 

(ii) Ellis8 has shown that if the local electric field 
E a = 0, then the magnetic field lines are material lines in the 
fluid. This follows from the Maxwell equation governing the 
propagation of H a along ua

: if the magnetic permeability ..i is 
constant, then 

h ~iIb = uabH b - OHa, 

and contraction of (4.68) with H a gives 

iI = Hna ua - OH, 

(4.68) 

(4.69) 

where na = H a/H. It is readily verified using (4.68) and 
(4.69) that (3.2) is satisfied. The total energy-momentum 

I 

tensor is (4.26), which is of the form (4.14), and the result 
(4.67) follows from Theorem 4.2(c) (ii) if 

j'i + 3p - 2A#0, (4.70) 

where, by (4.l6),p = !(PII +2Pl)' Using (4.27)-(4.29) it 
can be checked that (4.70) is condition (4.66). • 

The result (4.65) is independent of Pl' When H a is par­
allel to wa the charge density as measured by ua

, E, must be 
nonzero. This follows from the Maxwell equation8 

(4.71) 

Consider next imperfect fluids with Dab #0. 
Theorem 4.4: Suppose that an imperfect fluid space­

time admits an RCV, sa = sna(nana = + l,naua = 0), that 
Einstein's field equations are satisfied and that Tab is given 
by (4.58) where 1Tabnb = rna and Dab #0. 

(i) If w = 0 or if na = ± wa / w, then N a is a spacelike 
eigenvector of Dab and 1Tab with eigenvalUes 
- !(p, - p - r + 2A) and - !(p, - P + 2A), respectively. 

(ii) If w#O and p, + 3p - 2A#0 and if the integral 
curves of na are material curves in the fluid then 
na = ± wa/w. 

Proof (i) If w = 0 or if na = ± wa / w, then (4.31) re­
duces to 

Dab Nb = - !(p, - P - r + 2A)Na· 

Also, it follows by contracting (4.13) with N a that 

1TabNb = - !(p, - P + 2A)Na, 

which establishes the results. 

(4.72) 

(4.73 ) 

(ii) If the integral curves of na are material curves in the 
fluid then Na = 0 and (4.31) reduces to 

(p, + 3p - 2A)wa,n' = O. (4.74) 

Hence, if P, + 3p - 2A#0 then wa,n' = 0 and therefore 
na = ± wa/w. • 

The results of Theorem 4.4 apply to a fluid with aniso­
tropic pressure in which na is orthogonal to the preferred 
direction $-'. 

B. Fluid space-times with q"::F 0 and general1T'.b 

Finally, we state without derivation a set of necessary 
and sufficient conditions for a fluid space-time with qa#o 
and general1Tab #0 to admit an RCV, sa = sna, orthogonal 
to ua

• These conditions are expressed in terms of the propa­
gation equations for v, r, Q a, P a, and D ab along the integral 
curves of na and the conservation law (1.6). 

Theorem 4.5: If Einstein's field equations (1.5) are sat­
isfied, then a fluid space-time with energy-momentum ten­
sor (2.1) admits an RCV, sa = sna(nana = + l,naua == 0), 
if and only if 

J: b • *b (i) P~~b = - (p, + 3p - 2A)wab nb + !(p, - P - r + 2A)Na + DabN + ((log s) - nbu )Pa 

- VP:(~b + (log S),b) - (nbub +! ~ )Qa - Qb Y ba - QbfJ? ba' (4.75) 

(ii) p~ptD cd = - (p, - P - r + 2A)Yab + (D cd Y cd + 2wcdQ cnd + PC(~c + (log S) ,c) )Pab 

- 4Q(awb)tn' - 2P(aP~) (~c + (log S) ,c) - ~ Dab - 2Y c(aDb) c - 2fJ? c(aDb) c, (4.76) 
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(iii)p!Pb = -~(Il -p+ 2r+2A)[~a + (logS),a - (~+nbub)na -(nb~b- (logS)')Ua ] 

+ [pb(lOgS),b +pb;b +v(log(sv»' +vO]na -2VWabnb_H~ + (logS)*)Pa _pbYba _pb~ba, 
(4.77) 

(iv) f, = ~(Il - P + 2r + 2A)(log S) . - na~a) - v(naua + (log S)*) + Napa, 

(v) r= - !(Il - P + Sr+ 2A)~ - ~(Il - P + 2r+ 2A)naua + ~abYab 

+~WabQanb_tv<0 + (logSv)')_~pa;a +~pa(~a - (logS),a)' 

(4.78) 

(4.79) 

(4.80) (vi) [S(pa + Vua + !(Il - P + 2r + 2A)na)la = 0, 

where N a is defined by (3.4), v, r, Qa, pa, and Dab are 
defined in terms of q" and 1f'b by (4.S) to (4.9) and ~, Y ab , 
and ~ ab are the expansion, shear, and rotation ofthe space­
like congruence generated by na as measured by an observer 
with the fluid unit four-velocity ua

• • 

Theorem4.S can be established in a similar way to 
Theorem 4.1. It is readily verified that (4.80) is the conser­
vation law (1.6). 

v. CONCLUDING REMARKS 

All of the properties derived in this paper are dynamic 
results because they were obtained with the aid of Einstein's 
field equations. They depend on the nature of the fluid 
through the energy-momentum tensor and the equation of 
state. We have seen that many of the properties of time like 
RCVs parallel to ua have direct analogues for spacelike 
RCVs orthogonal to ua. The decomposition of 11'ab and qa 
with respect to na proved useful in obtaining necessary and 
sufficient conditions for a space-time to admit a spacelike 
RCV parallel to n°. These conditions depend on the rotation 
tensor ~ ab' of the space like congruence generated by na only 
when the components D ob or p a of 11' ob or Q a or qO are non­
zero. The vorticity vector of the fluid, wO

, plays an essential 
role in the properties of rotational fluid space-times that ad­
mit an RCV orthogonal to ua

• This is not unexpected because 
wa defines locally a preferred direction in a rotational fluid. 
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The Dirac quantization of a finite-dimensional relativistic system with a quadratic super­
Hamiltonian and linear supermomenta is investigated. In a previous work, the operator 
constraints were consistently factor-ordered in such a way that the resulting quantum theory 
was invariant under all relevant transformations of the classical theory. The method was based 
on a special choice of coordinates and gauge. Here, coordinate-independent methods are 
worked out and a quite general gauge is used. A new mathematical concept, the so-called 
"transversal affine connection," is introduced. This connection is not a linear connection and is 
associated with a degenerate metric. The corresponding curvature tensor is defined and its 
components are calculated. The formalism is used to reconstruct the operator constraints, 
clarify their geometric meaning, and calculate their commutators. 

I. INTRODUCTION 

In Ref. 1, which will be abbreviated by I below, we stud­
ied the Dirac constraint quantization of a finite-dimensional 
relativistic gauge system with a quadratic super-Hamilto­
nian and linear supermomenta. We required that certain 
classical symmetries of the system are preserved in the quan­
tum theory. This requirement has implied a unique factor 
ordering of the constraint operators, which automatically 
satisfies the condition that the commutators do not produce 
more constraints. 

The constraint operators contain terms that strongly re­
semble a curvature scalar or a covariant derivative in a Rie­
mannian space. The nature of the system does not, however, 
admit an intrinsic nondegenerate metric that would define a 
linear connection. In I, we avoided discussing the geometri­
cal structure that underlies the constraints and relied instead 
on suitable gauges and special coordinates. Our present aim 
is to reveal the geometry of the constraints by using coordi­
nate-independent methods. We believe that the resulting for­
malism shall be u!!eful in the quantum theory of general 
gauge systems. I 

The program of the paper is as follows. In Sec. II, we 
briefly introduce our model system. In Sec. III, we describe 
the geometrical structure imposed on the configuration 
space-time by the constraints. In Sec. IV, we introduce the 
concept of a transversal distribution and of transversal ten­
sor fields. In Sec. V, we present some properties of Lie de­
rivatives of these fields that are important later. The key­
stone of our geometrical theory, the so-called transversal 
affine connection, is defined and discussed in Sec. VI. It is a 
connection in a subbundle of the bundle of linear frames 
determined by a degenerate metric. As far as we know, such 
an object was not previously identified in literature. In Sec. 
VII, we introduce the corresponding curvature tensor, Ricci 
tensor, and curvature scalar, evaluate their components, and 
write down the Bianchi identities. Finally, in Sec. VIII, we 
demonstrate the usefulness ofthe formalism by directly cal­
culating the commutation relations of the constraint opera-

tors. (In I, we did the calculation in special coordinates and 
gauge and then transformed to the general case.) 

II. DESCRIPTION OF THE MODEL 

We consider a finite-dimensional relativistic parame­
trized system with additional gauge degrees of freedom. Its 
phase space is a cotangent bundle over a manifold ..A-the 
configuration space-time-of dimension N + 1. We denote 
the coordinates in the configuration space by Q A, 

A = O, ... ,N, and the components of the momenta by PA • This 
structure is invariant under the contact transformation: 

A' A' aQB 
Q = Q (Q), PA, = aQA' PB· (1) 

The constraints have the form 

H = !GAB(Q)PAPB + UA(Q)PA + V(Q), (2) 

Ha =<I>~(Q)PA' (3) 

where a = 1, ... ,v. With respect to the contact transforma­
tions (1), GAB (Q) is a contravariant symmetric tensor field 
called "metric," UA(Q) and <I>~ (Q) are vector fields, and 
V(Q) is a scalar field, on..A. We assume that the gauge 
constraints Ha can be chosen in such a way that the v fields 
<I>~ (Q) determine v independent vectors at each point Q of 
..A. 

The vectors <I>~ (Q) at a point Q span a v-dimensional 
vector space 111 called longitudinal vector space. The covec­
tors W A at Q that annihilate 111 are called transversal covec­
tors. They span an (n + 1) -dimensional space Tr called the 
transversal covector space at Q, with n = N - v. The metric 
GAB(Q) induces a nondegenerate metric on TT with the 
signature ( - , + , ... , + ). 

The fields GAB(Q), UA(Q), <I>~ (Q), and V(Q) must be 
such that the Poisson algebra of the constraints closes: 

{Ha,Hp} = cYapHy, 

{H.Ha} = CaH + (C!APA + B! )Hp. 

(4) 

(5) 

The coefficients on the right-hand side of Eqs. (4) and (5) 
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( they are tensor fields on vIt) are called structure functions. 
The most general transformation that preserves the con­

straint hypersurface Ctf reads 

(6) 

Ha' = A~,Hp, (7) 

where !l(Q), Aa(Q), and A~, (Q) are arbitrary scalars and 
AaA(Q) arbitrary vectors on vIt such that the transforma­
tion (7) is invertible: 

(8) 

In I, we presented the Dirac constraint quantization of 
the system that is covariant under the transformations (6) 
and (7) of the constraints as well as under the point transfor­
mations (1) in the big phase space. 

III. GEOMETRY OF CONFIGURATION SPACE-TIME 

The constraints define a geometrical structure on the 
configuration space-time vIt. Let us briefly describe this 
structure. 

In I we showed that the vector fields aa = <I>~aA are 
surface forming and we called the corresponding maximal 
surfaces "orbits." The tangent space to the orbit at a point Q 
of vIt is identical with 111 . This is the geometrical structure in 
vii determined by the linear constraints (3). The transfor­
mation (7) is equivalent to an invertible linear transforma­
tion of the vectors a a , so the orbits are invariant with respect 
to (7). The transversal covector space, T! as a space of all 
covectors which annihilate <1>, is also invariant under (7). 

To see what structure is determined by the quadratic 
constraint (2), we substitute (2) and (3) for the constraints 
into Eqs. (6) and (7), and thereby obtain the following 
transformation relations for the fields: 

G ,AB = eOG AB + AaA<I>! + AaB<I>~, 
U'A = eOUA + Aa<l>~, 
V' = eO V. 

(9) 

(10) 

(11) 

Hence, the fields GAB, U A, and Vare not invariant by them­
selves; it is only the class {GAB,UA,V} of the fields, whose 
elements are obtained by all transformations (9 )-( 11 ), that 
forms the geometric structure. The above transformations 
consist of the addition of arbitrary longitudinal terms as well 
as of the rescaling of all the fields by an arbitrary positive 
common factor. Observe that the signature of the metric 
GAB on the transversal covector space is invariant with re­
spect to the transformation (9), and it is thus a property of 
the whole class, whereas the signature of G AB in the remain­
ing directions is arbitrary. 

In I, we saw that the Jacobi identity for the algebra (4) 
and (5) implies the following equation for C a : 

{Ca,Hp} - {Cp,Ha} = CYapCy • (12) 

The structure functions C a (called constraint cocycle) can 
thus be considered as nonholonomic components (in the 
frame <I>~ ) of some form on each given orbit, and that form is 
closed. One can thus always transform Ca away, at least 
locally, by a suitable rescaling (6). The case in which all Ca 

vanish is particularly interesting. We will call it "the case of 
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equidistant orbits," and use its (local) existence for proofs of 
some theorems. 

Relation (4) implies that the fields GAB, U A, and V sat-
isfy Eqs. (2.15)-(2.17) of!: 

2' aGAB = CaG AB + C~A<I>: + C~B<I>~, (13) 

2' a U A = Ca U
A + BaP<l>~, (14) 

2' a V= Ca V; (15) 

here 2' a denotes the Lie derivative with respect to the vec­
tor field aa = <I>~aA' a = 1, ... ,v. The geometrical meaning 
of Eqs. (13 )-(15) can be described as follows. The vector 
field a a defines an infinitesimal diffeomorphism, qJ a' along 
the orbits in vii. Let QI be an arbitrary point and Q2 be its 
image by qJa; QI and Q2 are neighboring points on the same 
orbit. Let some particular fields GAB, U A, and Vbe given on 
vii and let their values at QI and Q2 be GtB,Ut,VI and 
G 1B, U 1, V2, respectively. Then, the image of G t B, U t, VI by 
qJ a. lies in the class {G 1B

, U 1 , V2 }. We can say: the class 
field {GAB(Q),UA(Q),V(Q)} defined on vii by the con­
straints is "Lie-constant" along each orbit. 

Suppose for a moment that the orbit space,;n = vii lor­
bit, is a quotient manifold so that the projection 1T that sends 
each point of vii to the orbit through that point is a submer­
sion. The derivative of 1T at any given point Q of vIt defines a 
tensor algebra homeomorphism, 1T. (Q), of the algebra of 
purely contravariant tensors at Q to the corresponding alge­
bra at 1T( Q). The homeomorphism 1T. (Q) annihilates the 
ideal generated by the longitudinal vectors <I>~ (Q), and sat­
isfies the relation 

1T. (qJa (Q»qJa. t = 1T. (Q)t, 

for any contravariant tensor tat Q. From Eqs. (13 )-( i 5), it 
follows that 

(1T. (QI )GAB(QI ),1T. (QI ) UA(QI ),1T. (QI ) V(QI » 
= (A 1T. (Q2 ) G AB ( Q2 ),A 1T • (Q2 ) U A (Q2 ), 

XA1T. (Q2) V(Q2»' 

where A is some number (A - 1 is infinitesimal in this case). 
Thus, applying the map 1T. to the fields GAB, U A, and Vat 
each point Q of a given orbit, we obtain a whole subset of the 
conformal class, {g"b,Ua,V}, of tensors at 1T(Q). Each two 
elements of this class are related by the transformation 

where liJ is some real number. All metrics ttb in the same 
class will be nondegenerate and will have the same signature 
that GAB has on the space of transverse covectors. Under 
reasonable assumptions, the conformal classes defined in 
this way on ;n will be smooth in the sense that there will be a 
smooth representative field {g"b,Ua,V} on ;no The geometry 
on ;n is invariant under the transformations (1), (6), and 
(7). 

IV. TRANSVERSAL FIELDS 

In Sec. III we have shown that the constraints induce 
two geometrical structures on the configuration space: a foli­
ation by the orbits and a transversal conformal class of fields, 
{G AB, U A, V}. In I, we have chosen some particular represen-
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tative of the class and constructed a corresponding differen­
tial operator-the operator constraint. Every such operator 
constraint must be invariant with respect to ( 1 ), and opera­
tor constraints obtained from different representatives must 
define the same quantum theory. In I, we introduced the so­
called transversal distribution T1 , 

Tl + Til = TQ(Jt). 

There are clearly many such distributions, some of them 
integrable and some of them not. We will only require the 
distribution to be differentiable. In I, Tl was associated with 
the metric GAB defined by the fixed representative, and it 
was shown that the resulting quantum theory does not de­
pend on its choice. Here, we select the transversal distribu­
tion Tl independently of GAB. The final result still does not 
depend on T1 , because we can always find a metric that is 
associated with Tl in the way assumed in I. 

We can consider the spaces Tl and Tt as being dual to 
each other. Indeed, let x A be an arbitrary covector from Tt; 
then, x A defines a form on Tl by 

(XA'yA) =xAyA, 

where yA is an arbitrary vector from T1 • Moreover, there is 
no nonzero vector in Tl that is annihilated by all covectors 
from Tt, because such a vector had to lie in Til' 

We introduce the projection tensor g4 B associated with 
the distribution Tl that satisfies the equations 

g4BJ!1=yA, 't/yAeTu 

and 

(16) 

(17) 

(18) 

The requirement that the distribution Tl be differentia­
ble can be succinctly expressed as the requirement that the 
projector g4 B be a differentiable tensor field on Jt. Observe 
that not all the derivatives of g4 B are independent, because 

(19) 

Any metric GAB and any vector potential U A from the 
given class define a transversal metric, g4B, and a transversal 
vector potential, uA

, by 

g4B = GCDg4CgBD' 

(20) 

The quantities g4B and uA are invariant with respect to add­
ing longitudinal terms to GAB and U A, but not with respect 
to a rescaling. Observe that g4B and uA lie in the class 
{GAB,U A,V} because they differ from GAB and UA merely 
by longitudinal terms. In this way, a particular choice of 
representatives of the class {G AB, U A, V} is associated with a 
fixed distribution. However, any representative ofthe form 
{g4B,uA, V}, i.e., one that is associated with some distribu­
tion, is special in two respects: (i) the metric g4B is maximal­
ly degenerate (its zero space is v-dimensional), and (ii) both 
g4B and uA lie in the same proper tensor subalgebra 
Y ( T1, T t), namely that generated by Tl and T t. 

Since the metrics GAB andg4B related by Eq. (20) differ 
only by longitudinal terms, they induce the same metric on 
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Tt; this metric is nondegenerate and hence 

g4BXB =F O 

for any nonzero xAeTt. Further, Eq. (20) implies 

g4BXB = GCDg4CgBDXB 

= g4 C(GCDgBDXB )eT1· 

Thus, g4B defines a linear isomorphism from Tt to T1. Let 
us denote by gAB a tensor determined by the following prop­
erties of the associated map of vectors into covectors: on T1 , 

the map coincides with the inverse of the linear isomorphism 
g4B; on Til ' the map is zero. The covariant transversal metric 
gAB satisfies 

,.BC C 
gABS =gA' (21) 

We also define 

uA =gABUB=gABUB. 

After these preliminaries, we are ready to introduce an 
important concept of transversal tensor. 

Definition 1: A tensor t A
···

B 
C ... D is called a "transversal 

tensor," ifit satisfies the relation 

t A ... BC ... D = t P···
Q
R ... Sg4p,··gBQgRC···gSD· 

We see thatg4B,gAB' UA,UA, andgA B are transversal tensors. 
We shall denote the transversal tensors by lower case letters. 
Transversal tensors can be considered as elements of the ten­
sor algebra Y(T1,Tn. We shall now construct the corre­
sponding tensor algebra isomorphism as follows. 

Let ~ be any basis of Tl and let x~ be the dual basis in 
Tt (called a "transversal frame"): 

~x~ =8:, ~x~ =81. 
Then, any transversal tensor t determines a tensor in 
Y(T1,Tn defined by 

t a ... bc ... d = tA-··B C ... DX~·· 'x~x;" ·x~. 

The basis ~ can be chosen orthonormal ("transversal or­
thonormal frame") : 

gAB~X: = 1Jab' 't/a,b = O, ... ,n, 
where 

1J00 = + 1, 1Jll = ... = 1Jnn = - 1. 

Any tensor T can be projected into a unique transversal 
tensor t: 

A···B ..A,.B,.s TTP···R t C···D =sp" 'SRSC' "gD S···T· 

We will abbreviate this operation by the symbol P: 

t A···B C ... D = PTA···B C···D· 

The concepts introduced in this section are vital. 

V. LIE DERIVATIVE OF TRANSVERSAL FIELDS 

In the formalism that we are going to develop, the Lie 
derivative of transversal fields with respect to the longitudi­
nal vector fields will play an important role. To begin with, 
we prove the following. 

Lemma 1: Let tA ... B be a transversal tensor field of type 
(O,q). Then, (.!L' at) A . .. B is again a transversal tensor field. 

Proof: The requirement that a tensor field be transversal 
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can be expressed as follows: 

t <l>A_···_ t <l>B-O va A···B P - - A···B P -, p. 

The Lie derivatives of these equations lead to 

(.? atA···B )<I>~ = - tA··· B'? a<l>~ 

- CraptA ... B<I>~ = O. 

Q.E.D. 
The Lie derivative of transversal tensor fields that have 

some contravariant indices will have a nonzero longitudinal 
part. We need to know an explicit form of this part for some 
tensor fields. Let us choose a basis of v longitudinal vector 
fields <I>~ and denote the dual basis by <I>~ : 

<I>~~ =~, <I>~<I>~ = 8~ - g4B' 

~g4B =0. 

It is useful to introduce an abbreviation: 

cAa
P =~.? agBA' (22) 

For a fixed longitudinal basis <I>~, C Aa P is a transversal covec­
tor. The transformation (7) of the longitudinal basis, 

(23) 

induces a transformation of C Aa P: 

, P - A-I P(A li r ,.B a A li) C Aa - r a CAli -S A B a • (24) 

The quantities C Aa P help us to define a kind of covariant 
derivative of longitudinal covectors in transversal direc­
tions. This derivative will appear in some important formu­
las. Let Ea transform as 

under the change (23) of the basis. Then, Eq. (24) implies 
immediately that'll Aa defined by 

\TI - g Ba ';:' + C p,;:, ..... Aa - A B-a Aa-p 

transforms as 

'II'Aa = AaP'IIAp . 

As a result, 'II Aa can be considered as a kind of a covariant 
derivative of Ea' 

The Lie derivatives of the transversal metrics and vector 
potentials are given by the following. 

Lemma 2: It holds that 
CP A_ A P ..... A 

..z. aU - CaU - Ca 'l'P' 

.? ag4B = Cag4B + ~ aP<I>g + cBaP<I>~, 

.? ag4 B = CBa P<I>~, 

.?aUA =0, 

.? agAB = - cagAB , 

where 

(25) 

(26) 

(27) 

(28) 

(29) 

Ca = Ca, caP = UACAa
P, ~ a P = g4BcBa P. (30) 

Proof Choose a transversal frame field x: and denote 
the dualframe by x~ . The Lie derivative of x: can be decom­
posed into its transversal and longitudinal parts: 

(31) 
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We have, on the one hand, 

.? a (X;:x~ ) = 0, 

and on the other hand, 

.? a (X;:x~) = X;:.? aX~ + taa b. 

According to Lemma 1, .? aX~ must be transversal; there­
fore 

.? aX~ = - taa bX~. 

Let us calculate the Lie derivative of g4 B : 

.? ag4B =.? a (X;:x~) 

= (taa bxt + laaP<I>~)x~ + xt( - taa bX~) 

_I P ..... A a 
- aa 'l'PXB' 

A comparison with (22) yields 

laa P = cAaPX;:. 

For g4B, the above relation gives 

.?ag4B 

=.? a (1/abX;:x:) 

= 'tJab(t cx1 + I P<I>A )xB 
., aa c aa P b 

+ 1/abX;:(tab cX: + labP<I>g) 

= 1/abta/(x1x: + xtx:) + ~ /J<I>g + cB aP<I>~. 

(32) 

(33) 

As g4B differs from GAB only by longitudinal terms, the 
transversal parts of their Lie derivatives coincide. This 
proves the relation (26) and implies 

ta ab(X;:x: + xtx~) = cag4B. 

To find the Lie derivative of gAB' we calculate 

.? ag4 B = .? a (g4cgBC ) 

= g4C.? agBC + (ca g4C + ~ aP<I>~ + cCaP<I>~ )gBC' 

Since this expression can contain only longitudinal terms 
and because .? agBC is purely transversal, we obtain Eq . 
(29). The proof of the relations (25) and (28) is analo­
gous. Q.E.D. 

VI. TRANSVERSAL COVARIANT DERIVATIVE 

We need some sort of covariant derivative to construct 
covariant and conformally covariant differential operators. 
In particular, for the second task we need some sort of scalar 
curvature. However, the metric is in general degenerate on 
the longitudinal space, and hence it determines a covariant 
derivative of transversal fields only in the transversal direc­
tions. It will tum out that we need to differentiate only trans­
versal tensor fields; covariant derivatives of more general 
tensor fields thus need not be introduced. The derivative of 
the transverse fields in longitudinal directions will be speci­
fied by convenience. 

Definition 2: For any vector field X on JI, the transver­
sal covariant derivative V x is a map with the following prop­
erties: 

( 1) V x maps transversal tensor fields into transversal 
tensor fields of the same type. 

(2) Vx is linear in X, linear in its argument, and it satis­
fies the Leibniz rule in. its argument. 
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(3) For any two transversal vector fields u and v, 

(a) Vu K-4B = 0, 

(b) Vu v - Vvu = p [u,v], 

where [u, v] denotes the Lie bracket of the vector fields u and 
v. 

( 4) For any longitudinal vector field 'I' and any trans­
versal tensor field t of type (p,q), 

V",t = P.Y ",t -!(p - q)e",t, 

where 

e", = C'a'l'a, 

and 'l'a is defined by 'l'A = 'l'a<l>~. 
Let us discuss this definition. The covariant derivative 

can be described by the Ricci rotation coefficients, r" bA' with 
respect to a given transversal frame~; 

XAr"bA = x~ V xx:, ";IX. (34) 

If we know r" bA' we can calculate the covariant derivative of 
any transversal tensor field t from the standard formula 

VxtA"'BC"'D 

= XE~ •• 'X:x';;" 'X~(aEta"'bc"'d 

+ r"eEte"'bc"'d + ... - r"ccta"'be"'d - ••• ); 

(35) 

here, 

t a"' b
c"' d = tA-ooB C"'DX~" 'x~x;" ·x~. 

[Equation (35) is equivalent to the requirements I, 2, and 
3.] The requirements 3a and 4 together with Eq. (29) imply 
that 

V XgAB = 0, ";IX. 

The covariant derivative of a transversal orthonormal frame 
is thus a rotation, i.e., the corresponding rb aA satisfies 

r"bA = llac
rcbA' 

where 

rabA = - rbaA' (36) 

If we introduce the notation 

rabe = rabAX: 

and 

(j)abe = [Xa,Xb ]AXcA' (37) 

then the requirement 3b implies that 

(j)abe = rcba - rcab (38) 

and 

(39) 

We see that the requirements determine r"bA uniquely. 
We observe that the transversal connection has, in gen­

eral, a nonzero torsion. The torsion tensor, T C
AB , is well 

defined for a linear connection V x. The standard definition 
(Ref. 2, p. 133), 

TCABXAyB = [X,Y]C _ (Vx Y)c + (VyX)c, 

is in our case meaningful only for transversal vectors X and 
Y; consequently, only the components T C

AB with transver-
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sal covariant indices make sense. According to requirement 
3b, 

(40) 

We see that T C 
AB vanishes only if the distribution Tl is inte­

grable (holonomic). 
So far, we have given the covariant derivative in terms of 

the Ricci rotation coefficients. It is useful to express it also by 
means of the transversal metric and the constraint cocycle. 
This is given by the following theorem. 

Theorem 1: Let t be any transversal tensor field and let X 
be an arbitrary vector field. Then 0 

VxtA"'BC"'D 

= paxtA"'Bc"'D + tE"'Bc"'DrAEFXF + ... 
- tA"'BE"'DrEcFXF - • ", 

where 

r
A

EF = p{AEF} +gAivgMEgHF,M - ~eEgAF 
and 

Proof Let us substitute 

t
a
"'

b
c"'d = t A

"'
B C"'DX~" ·x~x;···~ 

(41) 

(42) 

(43) 

into Eq. (35). By differentiating, we obtain Eq. (41) with 

r A 
BC = gD B~X':J.C + yA BC 

and 

yABC = ~X~r"bC' 
Let us set 

r
A

BC = lrA
BC + UrA

BC' 

where 

lrA
BC =gDCrABD' 

We have 

lrA
BC = lrA

cB ' 

(44) 

(45) 

Indeed, substituting for 1 r A 
BC from Eqs. (44) and (45), we 

obtain 

lr
A

BC _lp4CB = -gAEgFC~X!F +gFCyABF 

+gAEgFBX':;X!F -gFByACF 

= gAEX~X~( [Xa,Xb]E 

- x:v MX: + x!'V MX~) 
= gA EX~X~S E ab = 0, 

because S E AB is longitudinal in the upper index. The require­
ment 3a implies 

gEA V EgBC = 0, 

which means that 

PgBC,A =gEc1rEAB +gBElrEcA' 
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As 1 rE AB is symmetric and transversal, we get 

lrA
BC =p{ABC }, 

where the Christoffel symbol is calculated from the metric 
gAB and gAB. For the longitudinal component we have 

IIrA
Bc = <I>'C<I>~gEB~X':,.D + <I>'CyABa 

= <I>'CgE B~X':"a - <I>'C~.Y aX~ - ~ BCC 

- <I>'CgE BgA F<I>~,E - ~ BCC 

= - gEBgAFaE(<I>'C<I>~) - ~BCC 

=gEBgAFgFC,E -~BeC' 
because 

gFc + <I>'C<I>~ = 8F
C' 

Adding both components ofr, we obtain Eq. (42). Q.E.D. 

VII. CURVATURE TENSOR 

The curvature tensor, R A BCD> of a linear connection V x 

is defined by 

Vx VyuA 
- Vy VxuA = R ABxyUB + V[X,y]uA

• (46) 

We can adopt this formula to our case: X and Y are arbitrary 
vector fields, u is a transversal vector field, and 

R ABXY = R ABCDXcyD, 

where R ABCD is a tensor of type (1,3), transversal in the 
indices A and B. This means that the full curvature tensor 
can be defined for our kind of connection by Eq. (46). No­
tice that all covariant derivatives act on transversal tensor 
fields even if X and Yare not transversal; of course, the 
expressions like 

Vx VyuA 

cannot then be rearranged into 

(VxyB)VBUA+ y~XVBUA. 
When expressing the covariant derivatives in Eq. (46) in 
terms of t' bA' we find 

R abXY = XEyF (aEt'bF - aFt'bE 

+ t'dEytbF - t'dFytbE)' (47) 

Our next task is to express the components of the curva­
ture tensor by means of the known fields: the metric and the 
structure functions. 

Theorem 2: For any two longitudinal vectors <I> and '11, 

R a b<l>'" = O. ( 48 ) 

Proof For any transversal covector u, the requirement 5 
yields 

V<I> V",U = V<I> (.Y ",U + !e",u) 

=.Y <I>.Y ",U + !C<I>.Y ",U + !(a<l>c",)u 

+ !e",.Y <l>U + !c",C<I>u, 

Hence, 

V<I> V",U - V", V<I>U 

= (.Y <I>.Y '" -.Y ",.Y <I»u + !(a<l>c", - a",c<I> )u. 
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If we use Eq. (12), requirement 5, and the properties of the 
Lie derivative, we get 

V<I> V",U - V", V<I>U = V[<I>,,,,]u. 

Q.E.D. 
The fact that the transversal connection is flat along the or­
bits enables us, among other things, to choose an orbit-paral­
lel transversal frame. 

Theorem 3: The following formula holds: 

Rabea = !(abca + cbaPcp )gac 

- !(aaca + caaPcp )gbe' (49) 

where 

Rabea = gadR d bEFX~<I>~. 

Proof: The right-hand side ofEq. (49) is a tensor-in­
deed, in the expression in the brackets, we have covariant 
derivatives of a longitudinal field in transversal directions. 
Let us choose an orbit-parallel transversal orthonormal 
frame ~ to calculate R abca • Then, 

t' ba: = <I>!t' bE = O. 

By using Eqs. (50) and (47), we obtain 

R a bca = [<I> a ,Xc] Et' bE - t' be,a . 

The Lie bracket can be written in the form 

or 

.Y aXa = !CaXa + caaP<l>p. 

Equation (50) then yields 

R abea = !ca t'be - t'be,a' 

(50) 

(51) 

(52) 

By Eq. (39), t'be,a can be expressed in terms of {J)ab c,a' We 
obtain 

(J) ab c,a = .Y a ( [Xa ,Xb ] AX~ ) 

= [<I>a,[Xa,Xb]]Ax~ + [Xa,Xb]A.YaX~ 
= [Xa,.YaXb]Ax~ - [Xb,.YaXa]Ax~ 

+ [Xa,Xb]A.YaX~. 
By comparing Eq. (51) with Eqs. (31) and (32), we con­
clude that 

(53) 

The Lie derivatives are given by the expressions (51) and 
(53); from there, 

{J)ab c,a = !Ca{J)ab C + !(ca,a + caaPcp )8b C 

- !(Ca,b + cba Pcp )8a c. 

The formula (39) then gives Eq. (49). Q.E.D. 
SO far, we have calculated the mixed components of the 

curvature tensors by means of t' bA' that is, by means of a 
transversal frame. The purely transversal components can 
be expressed in terms of the metric gAB and the projection 
tensor gAB' Our next task is to derive these formulas. 

Theorem 4: The transversal components of the curva­
ture tensor can be expressed in terms of the transversal met­
ric and projector as 
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Proof: We calculate the curvature tensor directly from 
its definition (41). Let uA be any transversal vector field, and 
let X and Y be any vector fields. Then 

Vx VyuA 
- Vy VxuA = [X,Y]~ BUA + [gtSgSR.EUR.F 

- gtSgSR.FUR.E + gtS(rsRF,E 

- rSRE.F)uR + (rASErSRF 

- rASFrsRE)uR ]XEyF. 

Since uA is transversal, Eq. (19) yields 

By differentiating this equation with respect to Q F, we get 

gtSgSR.EU
R

.F = - gtS.FgSR.EU
R 

- gtSgSR.EFU
R

. 

In this way, we arrive at the formula 

R A BCD = gt RgS B (r
R 

SF,E - r
R 

SE.F + gR T.EgTS.F 

- gRT.FgTS.E) + rARErRBF - rARFrRBE' 

(55) 

If we substitute for r from the expression (42) and then 
project, we obtain 

PR ABCD 

=P [ac(gtT {TMN}gMB~D +gtM~BgMD.N 

-!CDgtB) +gtT,CgTB.D + rATCrTBD - (CD)], 

(56) 

where the symbol (CD) denotes the preceding terms with 
the indices C and D interchanged. The right-hand side ofEq. 
(56) can be considerably simplified. To achieve this aim, we 
need some identities. First, the derivatives of the metric can 
be related to the Christoffel symbols by the familiar formula 
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(54) 

(57) 

Second, by differentiating Eq. (21), we obtain 

..,A,.BC ..,AE C ..,AE CF 
5 E5 .B =5 g E.B -5 g gEF.B· (58) 

Third, Eq. (21) yields 

The last term vanishes by virtue of Eq. (19) because both 
indices Tand B atgT

B•D are hit by a projector. This leads to 
the final identity, 

By performing the derivative in Eq. (56) and using the 
identities (57), (58), and (59), we find 

The formula (54) then follows immediately. Q.E.D. 
From the curvature tensor, we can derive the Ricci 

tensor 

and the curvature scalar 

R = gtBR CACB . 

From Eq. (54), 
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and 

(61) 

The Bianchi identity for the curvature tensor of our con­
nection cannot be written in the usual form with the torsion 
tensor (see, e.g., Ref. 2, p. 135), but we have the following. 

Theorem 5: For any three vectors X, Y, and Z, the fol­
lowing identity holds: 

(62) 

where 0' denotes the cyclic sum with respect to X, Y, and Z. 
Proof Apply V z to Eq. (46) and take the cyclic sum 

with respect to X, Y, and Z: 

o{(Vx Vy - Vy Vx )VzuA
} 

= o{(VzR ABXY )uB + R ABXyVZUB + Vz V[X,YIUA}. 

By using Eq. (46) on the left-hand side, we find 

o{(VzR ABXY )uB + (Vz V[X,y 1- V[X,y IVZ )uA} = O. 

Another use of Eq. (46) leads to 

o{(VzR ABXY + R ABZ[X,YI)uB + V[Z,[X,YllUA} = O. 

However, 

o{V[Z,[X,YllUA} = 0 

for any uAbecause of the Jacobi identity. This yields Eq. 
(62). Q.E.D. 

We write the Bianchi identity for a particular choice of 
. vectors, namely, 

X = Xe' Y = Xd , Z = cl>a' 

where Xa is a transversal orthonormal frame parallel along 
the orbits: 

VaRABed = -VeRABda +RAB[a,eld - (cd) 

+ R AB[e,dla' 

where 

[a,c] = [cI>a'xe ], [c,d] = [Xe,Xd]' 

Equations (31), (33), and the requirement 5 imply 

[a,c] =.!L' aXe = !caXe + ceaPcI>p, 

[c,d] =Wed"xe + ... = (r"de -r"ed)Xe +"', 

(63) 

where the points denote longitudinal terms. By substituting 
these relations into Eq. (63) and using Eq. (48), we get 

VaR ABed = - VeR ABda + !caR ABed - CcaPR ABdfJ 

+ r"deR ABea - (cd). 

If we multiply this relation by x~x:, take into account that 
the frame is parallel along the orbits, and use Eq. (34), we 
find that 

(64) 
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where 

VeRabda =aeRabda +t'eeRebda -r"bcRaeda 

- r"deR °bea + ceaPR abdP' 

Equation (64) is the desired relation. Observe that both 
sides of it transform as tensors if we rotate the frame by an 
amount that is constant along the orbits, or if we transform 
cl>a by the transformation (7). 

VIII. CONSTRAINT OPERATORS 

Ifwe assume that the orbit space is a quotient manifold, 
we have the conformal geometry with a nondegenerate met­
ric, a vector field, and a scalar field. Such a geometry deter­
mines uniquely some differential operators in the following 
sense. 

Lemma 1: There is a unique pair of differential opera­
tors 0 1 ,02 on the space of scalar functions on nz with the 
properties: 

(A) 0 1 (02 ) is formed solely from the field g'b (g'b,Ua) 
and its derivatives, each term having dimension - 2 ( - 1), 
the leading part being 

g'baaab (uOaa )· 

(B) 01tp (02tp) is a scalar for any scalar field tp. 

(C) There is a number k for any dimension n + 1 > 1 of 
the space nz such that 

0 1 'tp I = e(k + 1)°01 tp, 0 2 'tp '= e(k+ 1)°0 2tp, 

where 

tp I = ek0tp, 

and 0 1 I (02 ') is formed from the !l-rescaled field g'b 
(g'b,Ua). 

Proof: From A and B, it follows that 0 1 (02 ) must have 
the form 

0 1 = Vag'~b + ('Va + g, 

(02 = uOVa + u), 

where g' is a vector field formed from the metric and its first 
derivatives, g is a scalar field formed from the metric, its first 
and second derivatives, u is a scalar field formed from ua

, the 
metric, and their first derivatives, and Va is the covariant 
derivative of the metric. 

It is well known that g' must vanish, and the only possi­
ble scalars g and u are given by 

g = sR, u = t div u, 

where R is the curvature scalar of the metric, div u is the 
covariant divergence, and 5 and t are arbitrary reals. Then, 
the condition C uniquely determines the numbers k, 5, and t: 
k=(n-1)/4, 5= -(n-1)/4n, t=!. (65) 

Q.E.D. 

This indicates that there is only one operator super­
Hamiltonian H on nz that is invariant with respect to all 
transformations (9)-(11) and whose coefficients are 
formed from the fields GAB, U A, and V, namely 

H = - !K'~a Vb -!SR - iuOVa - !,Vaua + v. 
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What about the supermomenta constraints? On calcu­
lating the quotient manifold HZ, we have, in fact, solved these 
constraints "before quantizing." Indeed, the coordinates xa 

on HZ are formed by n independent functions on vii that are 
constant along the orbits: xa form a complete solution of the 
system of differential equations 

To find such a solution in interesting cases (especially if we 
are going to generalize our methods to field theories) is prac­
tically impossible. Moreover, the procedure described above 
is a mixture of the Dirac and covariant reduction methods, 
whereas we are interested in a pure Dirac method. Hence, its 
value is only in showing that the theory we are looking for is 
a unique one. 

In I, we pursued the following strategy: we stayed in the 
"large" space and constructed the operator constraints from 
fixed classical representatives of the conformal transversal 
class {G AB, U A, V} in such a way that the constructed quan­
tum theory was independent of the choice of the representa­
tive. The theory of the transversal connection developed in 
the previous sections offers an alternative way. 

The choice of the representative is associated with a par­
ticular transversal distribution T1 • Thus given the classical 
constraints and the distribution T1 , we calculate the trans­
versal fields ltB, uA, and v (these are "algebraic" calcula­
tions). Then, we define the operator constraints as 

H =!L+ u +v, 
Ha = - i<l>~aA + ikca, 

(66) 

(67) 

where L is the transversal covariant Laplacian, 

and U is given by 

U = - (i/2)(VAuA + UAVA); 

here, V A is the transversal covariant derivative, R is the cur­
vature scalar given by Eq. (61), and 5 is the factor (65). It 
follows that the above operators are scalar operators on sca­
lar "wave functions" \II on J/ , and that they have the confor­
mal weight 1, when acting on functions with the confomal 
weight k ofEq. (65). Thus, the corresponding quantum the­
ory will be covariant and conformally covariant. With the 
help of the developed formalism, we can show directly that 
the operator constraint algebra closes: 

Theorem 6: It holds that 

(68) 

where cYa{J are the structure functions of the classical algebra 
(4). 

Proof A simple calculation gives 

[Ha,Hp] = - [<I>a,<I>p ]AaA + k(aaCp - apCa )· 

From Eqs. (5) and (12) we then obtain Eq. (68). Q.E.D. 
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To evaluate the other commutator is more laborious. 
Theorem 7: It holds that 

(1Ii) [H,Ha] = caH + caPHp, (69) 
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where 

caP= - (i/2)(~/'VA +VA~aP+~aY~/) + caP, 
(70) 

and C a' ~ a P, and CaP are the structure functions of the classi­
cal algebra given by Eqs. (30) and (22). 

Proof As the first step, we prove the relation 

(1/i) [u,Ha ] = cau - Ca PHp. (71) 
A straightforward calculation yields 

[u,Ha ] = [<I>a,u]AaA +kuA(aAca ) + (1I2)aa(VAuA). 

By substituting (25) for the Lie bracket, we get 

(1/i) [u,Ha] = cau - c/'Hp + d, 

where 

id=~a(VAUA) -!Ca(VAUA) +k(UAaAca -caPcp). 

To show that d = 0, we calculateaa (VAUA): 

aa (VAUA) = Va (VAUA) = VA VaUA + [Va,VA ]uA. 

We again use an orbit-parallel transversal orthonormal 
frame X:. The divergence of any transversal vector vA is giv­
en by 

VA vA = (VavA)x~. 
The requirement 4, Eq. (25), and the definition (46) of the 
curvature tensor imply 

aa(VAUA) = VA (!CauA) + [<I>a,Xa]B(VBUA)X~ 
- R ABAauB. 

Equation (49) gives 

R A
BAa =x~Rbaba =!(n-1)(aBca +cBaPcp)' 

Using this and Eq. (51), we find 

aa(VAUA) = Ca(VAUA) + !(2 - n)(aAca)uA 

+CAaP(VpuA+!(1-n)cpuA). 

Requirement 4 and Eq. (25) lead to the r~lation 

VpuA=!CaUA, 

and Eq. (30) finally yields 

aa (VAUA) = Ca (VAUA) + 2k(UAaAca - caPcp ), 

which is equivalent to d = O. 
As the second step, we prove the relation 

( 1Ii) [L,Ha ] 

=caL+2(-i~aPvA - (i/2)(VA~aP) 

- (i/2)~ aYcAyp)Hp. 

By substituting for the operators, we obtain 

[L,Ha ]tP 

(72) 

(73) 

= -zVa VAlt~BtP+ iVAlt~BVatP - is(aaR)tP 

- ik(ca VAlt~ BtP - VAltB(V BCatP»· 

We employ again an orbit-e.arallel transversal orthonormal 
frame. With the shorthand V A introduced in Sec. VII we can 
write 

VAlt~ BtP= Va'1/a~btP= '1/a~a VbtP 
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and 
--b --b Bi'7b be 
VaVaV -VaVaV = [<l>a'Xa]-VBV +R caaV. 

By commuting the covariant derivatives we see that 

7JallV a Va Vb J/J - 7JallV a Vb Va J/J 
abiO- a Elft - ap 

=Ca7J vaVbJ/J+2(c a~Va +!VaC a 

+ !Ca
a Yca/)HpJ/J + 2k7Jab(aaCa )(ab J/J) 

- k(2caaPaaCp + (VaCaaP)Cp + ~ a YCa/Cp)J/J, 

and similarly, 

kCa 7JallV a Vb J/J - k7JallV a (V bCa J/J) 

= - k( 7JallV a V bCa)J/J - 2k7Jab(aaCa )(ab J/J). 

Hence we have 

[L,Ha] =icaL+2i(-ic4aPVA - (i/2)(VAc4aP) 

- (i/2)c4 a Y CAy P)Hp - i[J(J , 

where 

1732 

[J(J = saaR - SCaR - k( 7JallV a V bCa + 2ca 
a pV aCp 

+ Va ca
a PCp + ~aYCayPcp). 
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However, [J(J = 0 due to Eq. (64). Q.E.D. 
The transversal affine connection is thus useful not only 

in revealing the geometrical structure underlying the con­
straints. It also provides us with the mathematical formalism 
of covariant derivatives, their commutators, the curvature 
tensor, and the Bianchi identities that facilitates a direct cal­
culation of the commutators of the operator constraints. 
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An exactly solvable problem for the finite-difference Schrodinger equation in the relativistic 
configurational space is considered. The appropriate finite-difference generalization of the 
factorization method is developed. The theory of new special functions "the relativistic 
Hermite polynomials," in which the solutions are expressed, is constructed. 

I. INTRODUCTION: THE RELATIVISTIC 
CONFIGURATIONAL SPACE AND RELATIVISTIC 
QUANTUM MECHANICS 

The concept of the relativistic configurational r space is 
based on the Fourier expansion over the "relativistic plane 
waves" 

(rip) = « Po - po)lmc) - I - ir(mclfi, 

r=roo, 0=1, O<r<oo, po=~m2c2+p2, (1.1) 

instead of the usual plane waves ei
( pr/fi) (Ref. 1; see also Ref. 

2). The variable r is relativistic invariant and can be ex­
pressed in terms of eigenvalues of the Casimir operator of the 
Lorentz group C = N2 

- L 2 (N I L are the boost and rotation 
generators) : 

C = (fz/mc)2 + r\ (1.2) 

where 0.1) is the generating function for the matrix ele­
ments of the principal series of the unitary irreducible Lor­
entz group. 3 In the nonrelativistic limit 

Ipl~mc, r~fzlmc, (1.3) 

the function (rip) goes over into the usual plane wave 

(1.4 ) 

The concept of the r space has firstly been introduced in 
the context of the quasipotential approach in the relativistic 
two-body problem4

-
9 (the detailed list of references can be 

found in Ref. 7). 
The quasi potential approach in the r representation pos­

sesses many features of the description of the interaction of 
two (many) relativistic particles (extended objects) via the 
action at a distance. IO The quasi potential equation for the 
relativistic wave function lJI(p) has the form 

1 
'II(p) = (21T)30(p( - )q) + --3 Gq (p) 

(21T) 

xI V(p,k;Eq)'II(k)dO k , (1.5 ) 

a) Permanent address: Laboratory of Theoretical Physics, Joint Institute of 
Nuclear Research, Head P. 0. Box 79. SU·141980. Dubna. USSR. 

where 

Gq ( p) = (2qo - 2po + iE)-t, 

o(p( - )q) = ~1 + q2/m2?o(p - q), ( 1.6) 

The integration is carried over the mass shell of the par­
ticle with mass m, i.e., over the upper sheet of the hyperbo­
loid 

(1. 7) 

(the P space of Lobachevsky). 
Equation (1.5) has the absolute character with respect 

to the geometry of the momentum space, i.e., formally it 
does not differ from the nonrelativistic Schrodinger equa­
tion. We can derive Eq. (1.5) substituting the relativistic 
(non-Euclidean) expressions for the energy, volume ele­
ment, and 0 function by their nonrelativistic (Euclidean) 
analogs: 

E 2/2 /2+ 22 q = q m --+ qo = v q me, 

dk--+dOk = dk/~1 + k2/m2c2
, 

o(p - q) --+o(p( - )q). 

( 1.8) 

As a consequence of this geometrical treatment, appli­
cation of the Fourier transformation on the Lorentz group 
becomes natural. After performing this transformation in 
Eq. ( 1.5), we obtain the Schrodinger equation with the local 
potential in the relativistic r space 

(Ho + VCr) -2qo)'II(r) =0. (1.9) 

The Hamiltonian operator Ho is the differential-differ­
ence operator with the step equal to the Compton wave­
length of the particle; 

H 2 2 h ifz a 2ifze h ifz a 
0= me c --+--s --

mc ar r me ar 
_ fz2 a{} I({J e(ifilmc)(ijjar). ( 1.10) 

m r 
Taking into account the finite-difference character of 

Eq. (1.9) and the group-theoretical interpretation of the 
vector r, we can consider this scheme as the quantum me-
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i.e., 

(2.14 ) 

It is easily seen that the corresponding eigenvalue Eo = {J)/2. 
Now, using the operator 0+, one subsequently constructs 
other eigenvectors'll n corresponding to higher eigenvalues 

En = {J)(h + p. (2.15) 

We have 

'lin = Cn(o+)n'llo 

= Cn( _1)n[ e"'x'12 :x e-"'x'I2] e-",x'12 

= CnH" (J(;jx)e- wr/2, (2.16) 

where H PI (J(;jx) are the Hermite polynomials given by the 
Rodrigues formula 

Hn(J(;jx) = (_I)ne",x'( :xr e-"'x'. (2.17) 

III. ONE-DIMENSIONAL RELATIVISTIC 
CONFIGURATIONAL SPACE 

The one-dimensional configurational x space is intro­
duced by the Fourier expansion of the wave function 'II ( p), 

'II(x) =-I-fdOp (xlp)'II(p), 
/iii 

(3.1 ) 

where 

(3.2) 

is the matrix element of the unitary representation of the 
one-dimensional Lorentz group. The momentum space in 
this case is the one-dimensional Lobachevsky space (the hy­
perbola) 

p~ - p2 = 1, (3.3) 

embedded into the two-dimensional pseudo-Euclidean mo­
mentum space ( Po, p). In the hyperbolic coordinate system 

Po=chX, dOp = dp/po= dX, p=shX, (3.4) 

where X = In( Po + p) is the rapidity, we have 

(xlp)=eiXX. (3.5) 

These functions compose a complete and orthogonal system, 

1 f 1 Sao - (xlp)dOp(plx') =- (xIX)dX(xlx' ) 
21T 21T - ao 

= 8(x - x'), (3.6a) 

_1 f (plx)dx(xl p') = 8(p( - )p') = 8(X - X'). 
21T 

(3.6b) 

The free energy and momentum operators are finite-differ­
ence operators 

A • d h' d Ho=chl-, p= -s 1-
dx dx 

(3.7) 

The plane wave (3.5) obeys the free relativistic finite­
difference Schrodinger equation, 

(Ho-Po)(xlp) =0. (3.8) 
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Using the formula ch X = 1 + 2 sh2 X/2, we can intro­
duce the relativistic "kinetic energy" operator 1,0: 

A 2 i d k 2 
A 

ho=2sh --=-=Ho-l, 
2 dx 2 (3.9) 

Aid X 
k= -2sh-- k=2sh-

2 dx' 2 ' 
k 2 

e=-. 
2 

The Schrodinger equation takes the form 

(k/2 + Vex) - k 2/2)'II(x) = (1,0 + Vex) - e)'II(x) 

= (1, - e)'II(x) = 0, (3.10) 

that is indistinguishable from the nonrelativistic equation. 
This reflects the absolute character of this approach men­
tioned above. 

IV. THE RELATIVISTIC FACTORIZATION METHOD 

Let us generalize the factorization method to the case of 
the relativistic finite-difference Schrodinger Eq. (3.10). We 
suppose that the ground-state wave function has again the 
form (2.2) and the energy eo. Let us consider the finite-dif­
ference operators 

M ± = + ia(x) e"(x)ke-p(X) 

Ii 
= + 2ia(x) eP(X) sh~-.!!.-e-P(X). 

- Ii 2 dx 
(4.1 ) 

In the finite-difference case we have to consider, instead 
of the commutator, a more-complicated expression (the 
generalized commutator) 

[M-,M+]", =M-ea(x)M+ _M+e-a(X)M-, (4.2) 

where 

i d 
a(x) =2ch--p(x) -2p(x). (4.3) 

2 dx 

The direct calculation gives 

[M-,M+]", = - 2a(x){ac (x)sh(pc (x) -p(x»chps(x) 

+ as (x)ch(pc (x) - p(x))shps(x)}, 

(4.4) 

where 

Pc(x) =chi-.!!.-p(x), Ps(x) =shi-.!!.-p(x), 
dx dx 

i d 
ac(x) =ch--a(x), 

2 dx 

i d 
as(x) =sh--a(x). 

2 dx 
(4.5) 

In the nonrelativistic limit 

2 · hid d - IS ---->-, 
2 dx dx 

M ± -+o±, 

[M-,M+L --> [0-,0+] 

and the expression in the right-hand side of (4.4) becomes 
- a 2p/ax2. It is natural to consider the situation with [cf. 
(2.8) ] 

[M-,M+L =const, 

as the relativistic oscillator. 

Kagramanov, Mir-Kasimov, and Nagiyev 
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chanics on the covariant lattice. On the other hand, formally 
the manifold r is the three-dimensional. Euclidean manifold. 
We can then think that this approach to the relativization of 
quantum mechanics is equivalent to introducing the differ­
ential-difference SchrOdinger operator instead of the usual 
second-order differential operator of the nonrelativistic 
quantum mechanics. The formalism based on Eq. (1.9) car­
ries many features of the nonrelativistic quantum mechan­
ics. The scattering theory based on the partial phase shifts 
was built up. The approximations usually exploited in quan­
tum mechanics were also constructed. In a number ofimpor­
tant cases (the Coulomb field and the potential well) the 
differential-difference equation (1.9) can be exactly solved. 
With this purpose, the generalization of the theory of special 
functions that is based on the difference equations (recur­
rence relations) but not on the differential ones was devel­
oped.s 

We stress the following important feature of this formal­
ism. The rapidities X or non-Euclidean distances in the Lo­
bachevsky space are defined by the relation 

X = In« Po + Ipi )Imc). (1.11) 

They are canonically conjugated to r in the sense of the rela­
tivistic Fourier transformation. As a consequence, the un­
certainty relation holds, 

( 1.12) 

In this paper we consider the generalization of the problem 
of the one-dimensional harmonic oscillator for the relativis­
tic configurational space. It is worthwhile to stress that the 
important problem of the harmonic oscillator perpetually 
attracts the attention of physicists from different points of 
view. It plays an important role in models describing relativ­
istic objects with internal structure, strings, approaches al­
lowing to circumvent the no-go theorems, and in particular 
to build up a new model exhibiting a generalization of super­
symmetry, etc. 11-13 In contrast with another important case 
of the Coulomb potential,14 which can be calculated as an 
input of the one-photon exchange, the relativistic generaliza­
tion of the oscillator potential is not uniquely defined. We 
shall require the relativistic linear oscillator to possess the 
next properties: (a) exact solubility; (b) the correct nonrela­
tivistic limit; (c) the minimization of the uncertainty rela­
tion; (d) the existence of the "nonrelativistic" dynamical 
symmetry group SU(1,l); (e) the symmetry between the 
descriptions in configurational and in momentum spaces. 

As a starting point of our construction we use the finite­
difference generalization of the well-known factorization 
method. This method was first employed by Dirac. Its sys­
tematic study was made by Infeld and Hall, the group-theo­
retical meaning was given by Moshinsky, Wolf, and other 
authors. IS 

II. THE QUANTUM-MECHANICAL FACTORIZATION 
METHOD 

Let us consider the nonrelativistic one-dimensional 
Hamiltonian (we use in what follows the unit system 
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Ii m=c=l) 

H= ..!..~+ Vex) 
2 ax'- ' 

(2.1 ) 

with the positive-definite wave function of the ground state 

'IIo(x) = e-p(x>, 

and the energy Eo 

lWo = E'IIo• 

We can express Vex) in terms ofp(x) and Eo: 

V(x) = - - _!!.J!... - Eo. 1 [( ap )2 a2 ] 
2 ax ax2 

(2.2) 

(2.3) 

(2.4) 

Taking this equation into account we can write down H in 
the factorized form 

H-Eo=a+a-, 

where 

± 1 (_ a ap ) 
a =.,fi + ax + ax 

_ - 1 ±P(X)..!!.-eCFP(X). -+ .,fie ax 

The a ± operators obey the commutation relation 

[a-,a+] = a
2
p . 

ax2 

(2.5) 

(2.6) 

(2.7) 

For the harmonic oscillator the commutator is constant, 

and we have from' (2.7) 

p(x) wx2/2. 

(2.8) 

(2.9) 

The creation and annihilation operators take the form 

a± =_1_( += ~+wx)= 
.,fi dx 

i (A .) - Pn ± lWX , 
.,fi 

(2.10) 

where Pn is the nonrelativistic momentum operator Pn 
= - i(d Idx). The following relations: 

H = a+a- + (w/2) = !(a+a- + a-a+), 

Ha+ = a+(H + w), Ha- = a-(H - w), 

are easily derived. 

(2.11 ) 

These relations give us the method for constructing the 
eigenvectors and eigenvalues of H. If'll is an eigenvector of H 
(lW = E'II), the functions a+'II and a-'II [provided that 
they are nonzero and belong to L 2(R) J and new eigenvec­
tors corresponding to the eigenvalues E + LU and E - LU, re­
spectively, 

H(a+'II) = a+(H + w)'II = (E+ w)a+'II, 

H(a-'II) = a- (H - LU)'II = (E - LU )a-'II. 

(2.12a) 

(2.12b) 

Since the operator H is positive definite, one can imme­
diately find the lowest-energy eigenstate'll 0' as that one for 
which 

(2.13 ) 
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It is easily seen that the solution of this equation coin­
cides with the nonrelativistic oscillatory function p(x) 
= CtJx2/2. In this case a(x) = - CtJ/4, and a(x) has to be 

a(x) = [cos(CtJx/2)]-I. (4.7) 

We have [cf. (2.10)] 

M + 2i + ",/8 ( hid - . t CtJX hid) - = + -e- s -- + I an-c --
-,fi 2dx 2 2dx 

- i + ",/8 ( k
A + 2' CtJX hid) = + -e- ltan-c -- . 

,fi - 2 2 dx 

(4.8) 

In the oscillator case the generalized commutator (4.2) is a 
combination of the conventional commutator and anticom­
mutator 

[M-,M+]", =e-"J/4M-M+ _e(u/4M+M-

= ch(CtJ/4) [M -,M +] 

- sh (CtJ/4){M+,M-}. (4.9) 

It is easy to see that 

[M -,M +L = 4 sh(CtJ/4). (4.10) 

Using the Baker-Campbell-Hausdorff formula we can 
write M ± in the form [cf. (2.10)] 

M ± 2i h i (- d ) = - s - +-+CtJx 
,fi cos CtJx/2 2 dx 

2i i -----sh-a±. 
,fi cos CtJx/2 2 

(4.11 ) 

Then, defining the operator 

9 = 2i sh~~ 
cos CtJx/2 2 dx ' 

( 4.12) 

we write 

1 "A , M ± = + - e± (ux-/2 fiJe+(ux-/Z. 
,fi 

(4.13 ) 

The Hamiltonian of the relativistic linear oscillator is 

-2ch~ 
4 ' 

where 

eo = 2 sh(CtJ/4). 

It follows from (4.9) and (4.14) that 

[M+,hL", = -2sh(CtJ/2)M+, 

[h,M-]", = -2sh(CtJ/2)M-, 

(4.14 ) 

(4.15 ) 

(4.16a) 

(4.16b) 

then M + and M - are raising and lowering operators for 
energy levels: 

h'll n + I = hM +'11 n = en + I'll n + I' 

h'lln_1 = hM-'IIn = en_I 'lin-I' 

where 

en + I = e'U/2en + 2e'ul4 sh(CtJ/2). 
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(4.17a) 

(4.17b) 

(4.18 ) 

From (4.15) and (4.18) we derive by induction the for­
mula for the energy spectrum: 

en =2(el(2n+I)/4]-ch(CtJ/4». (4.19 ) 

V. WAVE FUNCTIONS 

We look for solutions of the relativistic Schrodinger 
equation 

h'll n (x) = en 'lin (x), 

in the form 

'lin (x) =e- wx'12hn(x). 

(5.1 ) 

(5.2) 

The functions hn (x) "the relativistic Hermite polyno­
mials," obey the finite-difference equation 

(K2-en -2chCtJ/4)hn(x), (5.3) 

where 
A , i d ' K = ewx-/2 ch - - e - tux-/Z. (5.4) 

cos CtJx/2 2 dx 

Using (4.13), (4.17a), and (4.18) we define hn(x) by the 
"relativistic Rodriguez formula": 

hn (x) = ( - 1I.jW) ne,ux' 9 he - wx', (5.5) 

hn+tCx) = - (lI.jW)e"'X' ge- WX'hn(x), (5.6) 

ho(x) = 1. (5.7) 

It is easy to show by induction that hn (x) are polynomials of 
nth degree of the variable sin(CtJx/2). The polynomials 
hn (x) satisfy the following recurrence relations: 

hn ( -x) = (-I)hh n (x), (5.8) 

.jW 9 hn (x) = 8en",/4 sh(nCtJ/4)· hn _ I (x), (5.9) 

h (x) - -±- el(n + 1)/4]", sin ( CtJX) h (x) 
n+l.jW 2 " 

+~sh nCtJ el(n+I)/4]wh
n
_tCx) =0, 

CtJ 4 
(5.10) 

. d 
e"w/4h (x) -ch~-h (x) 

" 2 dx " 

. CtJX i d 
+itan-sh--h,,(x) =0. 

2 2 dx 
(5.11) 

Let us write down the explicit expressions for polynomials 
hn (x) for the lowest values of n: 

hi (x) = (4/.jW)e",/4 sin(CtJx/2), 

h2 (x) = ! ew/4 [2e"'/4 sin2 CtJ; - sh :] , 

h () 32 3w12' CtJX [2 . Z CtJx 
3 X = -- e sm - sm-

CtJ3 / Z 2 2 

+ e - 3",/4 ch ~ - 1] 
4 ' 

+ 4 (Ch ~ ch ~ _ e3w/4)sinZ CtJX 
4 2 2 

+ e - w/4 sh ~ sh 3CtJ] . 
4 4 
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The polynomials hn (x) with different n values are or­
thogonal with the weight e - wx' cos (wx/2). To prove this, 
we mUltiply Eq. (5.11) by e - wX'qt m (m =1= n) and subtract 
the same expression with m +=! n and integrate over x 

'II ch~-qt - 'II ch~-qt dx f"" ( . d . d ) 
-"" m 2 dx n n 2 dx m 

= (e[ (2n + 1 J/8]w _ e[ (2m + 11/8]w) (5.13) 

x r"""" cos ( ~X)qtn(X)qtm(X)dX. 
We transform the second term in the left-hand side us­

ing the identity 

f"" I(x) (Ch"!'" ~ -P(X») dx 
- "" 2 dx 

= f"" (Ch"!'" ~/(x») -p(x)dx, 
- "" 2 dx 

(5.14) 

which is valid provided that I(x) and -p(x) vanish at 
x = ± 00 together with all their derivatives. In our case 
these conditions are satisfied and we see that the left-hand 
side of ( 5.14) vanishes. 

In the case m = n the norm can be calculated using the 
recurrence relations. And finally, we arrive at the orthonor­
mality conditions 

f"" e-WX' hn (x)hm (x)cos wx dx = Dnm In, 
-"" 2 

In=~(!r 
( 

2n2+2n-l ) W 2w nw Xexp --'----w sh-sh-···sh-. 
16 4 4 4 

(5.15 ) 

Now we derive the integral representation for hn (x). 
Let us write the identity 

e-Wx' = -l-f"" e- l'lw e2ixI dt. 
-../1TW - "" 

Applying the recurrence relation (5.5) we have 

e-,·x'hn(x) 

(5.16 ) 

= __ e· Tn (t)e2ixI e - l'lw dt, 1 ( - ;'T/2 2)n f"" 
-../1TW !OJ - "" 

(5.17) 

where Tn (t) are polynomials of t, satisfying the recurrence 
relation 

, W d 'I sh te- rlwT (t) = ch-- ( e - 1- WT (t» 
n 4 dt ,,+ 1 , 

To(t) = 1. (5.18) 

In the nonrelativisticlimit Tn (t) -t and we come to the 
integral representation for the usual Hermite polynomials 16: 

e-WX'Hn(,jWx) 

= __ , e· t"e2iXle-I'lwdt. 1 ( - i1T/2 2)n foo 
-../1TW !OJ - 00 

(5.19) 

The Tn (t) also satisfy the recurrence relations 
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nw t w d 
sh-ch-ch-- T (1) 

8 2 4 dt " 

nw t w d 
= ch-sh-sh-- T,,(t), 

8 2 4 dt 
(5.20) 

- 2 sh nw e[(n + 1)/4]w e - l'lw T" _ dt) = 0, (5.21) 
4 

e[(2n+3)/16]W(cht-chnw/4) eu d 
T (t) = sh-- T (t), 

n + 1 sh(nw/8) ch(t /2) 4 dt n 

(5.22a) 
e[(2n+3)/16]W(cht-ch(nw/4» w d 

T (t) = ch-- T (t). 
n+1 ch(nw/8)sh(t/2) 4 dt n 

(5.22b) 

For lowest values of n we have 

TI (t) = 2e3wI16 sh(t /2), 

Tz(t) = 2eWl2(ch t - ch(w/4», (5.23) 
\Sw 

T3 (t) = 4eT1> sh (t /2)(ch t - ch(w12». 

VI. COHERENT STATES 

The commutator of the coordinate x and rapidity 

A • Ii d 
X= -I-­

me dx 
operators is equal to 

[x,X] = i(fz/me). 

Then, the uncertainty relation 

( ax)Z(aX)Z:;;'fz2/4m2eZ 

is fulfilled. 
Let us define the relativistic coherent state la) by 

cos (wx/2)M -Ia) = - i-"/2Iw(shU-"/eu/2a»la}, 

(6.1 ) 

(6.2) 

(6.3) 

a = a) + ia2• (6.4) 

It is easily seen that la) has the form 

( 
W)1/4 [ (~ )2 a

2 lal2] 
la) = -; exp - "T x - a +T--2- , 

(6.5) 

where 

a l = xo-../w/2, a 2 = xoI..j2(;j, (6.6) 

and Xo and Xo are averages of the coordinate and rapidity, 
respectively. This corresponds to the fact that states (6.5) 
minimize the product of uncertainties, i.e., the equality sign 
in the relation (6.3) holds. 

VII. THE GENERALIZED ALGEBRA OF THE SU(1, 1) 
DYNAMICAL SYMMETRY 

Let us introduce the operators [cf. Ref. 17], 

L + = - [4(sh w/2 sh w/4) lIZ] -1(M+ M-)I/ZM+, 

L - = [4(shw/2shw/4)I/Z]-IM-(M+M-)1/2, 

L 3 = (2 sh(w12»-1 h. (7.1) 
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It is easy to show that the algebra of these operators is 
closed in the following way: 

[L +,L -l:u" =L 3
, 

[L +,L 3 led = -L +, (7.2) 

[L3,L -led = -L-, 

where the subscript w denotes the combination of the com­
mutator and anticommutator according to (4.9). For the 
Lie algebra thus generalized we have, instead of the standard 
symmetry relation and the Jacobi identity, the following re­
lations: 

[x,y).,,= -[y,xl- eM (7.3a) 

[[x,y)",,z],,, + [[ y,zL.,,x]., + [[Z,x1cd'y]., 

+ [[x,y]",,z] -'" + [[y,z)""x] _OJ 

+ [[z,x]."y] -'" = O. (7.3b) 
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Symmetry operators and separation of variables for spin-wave equations 
in oblate spheroidal coordinates 
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A family of second-order differential operators that characterize the solution of the massless 
spin s field equations, obtained via separation of variables in oblate spheroidal coordinates and 
using a null tetrad is found. The first two members of the family also characterize the separable 
solutions in the Kerr space-time. It is also shown that these operators are symmetry operators 
ofthe field equations in empty space-times whenever the space-time admits a second-order 
Killing-Yano tensor. 

I. INTRODUCTION 

Interest in the separation and solution of the nonsca1ar 
equations of mathematical physics in Kerr space-time began 
when Teukolskyl found that separable solutions were possi­
ble for some of the Maxwell and Weyl scalars. Chandrasek­
ha.r was later able to obtain a separable solution to the Dirac 
equation. Separable solutions to massless spin s equations 
were studied by Dudley and Finlay3 while Carter and 
McLenaghan4 were able to understand Chandrasekhar's 
separation of Dirac's equation in terms of a differential oper­
ator that characterized the separation constant appearing in 
the solution. That is, the separable solutions to Dirac's equa­
tion were found to be eigensolutions ofthe differential opera­
tor, the eigenvalue being the separation constant appearing 
in the solution. Similarly, the separation constant appearing 
in the solution to Maxwell's equations in Kerr geometry has 
been characterized by Kalnins et al. S in terms of a second­
order differential operator. These differential operators 
characterizing the separation constants are also symmetry 
operators of the various field equations in question. That is, 
they map solutions of the field equations into solutions. The 
essential property that allows the construction of such oper­
ators is the existence of a Killing-Yano tensor in the Kerr 
space-time. 

The other constants associated with the separable solu­
tions of various field equations in the Kerr space-time are the 
Starobinsky constants. Torres del Castillo6-8 has shown, for 
various fields in type D space-times, that one can construct 
differential operators of order 18, s = 0,!,1 that characterize 
these constants. Physically, Killing-Yano tensors and oper­
ators constructed from them have been associated with an­
gular momentum by Carter and McLenaghan4 and by Dietz 
and Rudiger.9

•
1o 

In this paper we take the Kerr metric and a Kinnersley 
null tetrad and subsequently place M = 0. We then find that 
the solution to the massless spin s field equations obtained 
via separation of variables (and with the aid of a generalized 
Hertz potential) are characterized by a second-order differ­
ential operator. We also show that this differential operator 
is a symmetry operator of the field equations. 

II. PRELIMINARIES 

In this paper we will use the abstract index and spinor 
formalisms of Penrose and Rindler. 11 For the purpose of this 

paper we shall also refer to those components of a symmetric 
spinor that are of extreme helicity as the extremal compo­
nents. 

The Kerr metric describes the space-time in the region 
exterior to a rotating black hole, its line element being 

di2 = (1 - 2Mr )dt 2 - pp* dr 
pp* A 

where 

_ pp* dB2 _ (r + a2 + 2a2~:in2 B) 

X sin2 B d¢l + 4aM~_s;n2 B dt dr/J, 
pp 

(1) 

p = r+ ia cos Band A = r - 2Mr+ a2. (2) 

We shall use the null tetrad 

la = (1/.j2.A) (r + a2,A,0,a), 

na = (1/.j2.pp*)(r + a2
, - A,O,a), 

rna = (ll,[ZP) (ia sin B,O, l,i csc B), 

rna = (1/'[ZP*)( - ia sin B,O,l, - i csc B). (3) 

In this tetrad the spin coefficients are 

E = 0, P = cot B 12..fip, a = 1T - P* 

+ 
(r-M) r=p. , 
'[zPp* 

1 ia sin B 
p= --- r= ----, 

,[zp*, ..fipp* 
ia sin B 

1T=---
..fip*2 

(4) 

A 
p.= ----, K=O, q=O, A.=O, v=O, 

'[zpp*2 
while the only nonzero component ofthe Weyt spinor is 

'1'2 = - M Ip*3. (5) 

Following Chandrasekhar12 we define the differential opera­
tors 

fPs =a, + iKIA +18(r-M)/A, 

iiJI = a, - iK Ill. + 18(r - M)/A, 

.!t's = a(J + Q + scot B, 

.!t'I = a(J - Q + scot B, 

where 

(6) 
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K = u(r + a2
) + ma and Q= uasin 0 + m csc O. 

(7) 

A second-order Killing-Yano tensor is an antisymmetric 
tensor Ka/J that satisfies 

V(aKb)C = 0. (8) 

Being antisymmetric, Kab can be written in terms of sym­
metric spinors as 

Kab = KAA'BB' = HEA'B,KAB + EABKA'B')' (9) 

The Killing spinors K AB and K A 'B' as a consequence of (8) 
satisfy 

V(AA,KBC) = 0, 

VA(A,KB,c,) = 0, 
B - B' 

VBA,KA +VAB,KA , =0. 

Defining the quantity M AA , by 

M AA , =VBA,KA
B

, 

we can write the derivatives of the Killing spinors as 

VAA,KBC = i EA(BMC)A" 

VAA,KB,c' = -jEA'(B,MAC')' 

The derivative of M AA' is given by 

(10) 

(11 ) 

(12) 

VAA,MBB , =! EA'B' W AB -!EABWA'B', (13) 

where the symmetric spinors WAB and WA , B' are defined by 

W AB = ~ II' ABcDK CD 

- - -C'D' 
W A 'B' = ~II' A 'B'C'D,K • (14) 

Note also from (13) thatVAA,MBB , isanantisymmetricten­
sor, that is, we have 

V(aMb) = 0, (15) 

which is the condition that Ma be a Killing vector, Other 
relations satisfied by the above quantities are 

and 

II'EABCKDE = ~ ED(A II' BC)EFK EF 

= !ED(AWBC) 

-E' - - - E'F' 
II' A 'B,c,KD'E' = ~ ED'(A' II' B'C')E'F'K 

= !ED'(A' WB'C'l' (16) 

(17) 

The antisymmetry in the free indices of the above two quan­
tities being particularly useful. The derivatives of WAB and 
WA'B' are 

V AA ' WBC = 2I1'ABcDMDA" 

- - D' 
V AA ' WB,c' = - 2I1'A'B'C' MAD" (18) 

expressions which can be obtained by examining the consis­
tency condition on M AA " that is, from 

[VAA"VBB' ] M cc' = - EA'B,II'ABcDMDC' 

- EAB'VA'B'C,D'McD" (19) 

We define the differential operator ",JAA , by 

1740 J, Math, Phys" Vol. 31, No.7, July 1990 

J 2K cC' 
7f AA' = AA' Vcc' + (1}/3)MAA , 

=KACVCA , +KA,C'VAC' + (1}/3)MAA ,. (20) 

This operator will be the essential building block for the sym­
metry operators we shall encounter later. The commutator 
ofVBB , with ",JAA , is 

C - C' 
[VBB"'7JAA'] =KA [VBB"VCA '] +KA' [VBB"VAC'] 

+~(MAB,VBA' -MBA,VAB,) 

+ (1}/6)(EB 'A,WBA -EBAWB'A')' (21) 

We also define the vectors U AA' and UAA , by 

(22) 

These two vectors UAA , and UAA , will later be useful in 
choosing gauge fields that will in turn enable the separability 
of a decoupled equation for the extremal components of a 
generalized Hertz potential representing a massless spin s 
field. The derivative of the Weyl spinor is also related to the 
vector UAA , by 

V AA ' II' BCDE = 5 U(AA ' II' BCDE) • (23 ) 

In the Kerr space-time the only solution of (10) to within a 
common multiplicative constant, is 

K01= -p*, Koo=Kll=O, 
KaT = p, Ko'o' = K 1'1' = 0, 

(24) 

whence the only nonzero components of KAA 'BB' are 

KO\'lo' = - KIO,O\, = r, 
K oo'lI' = - KlI,oo' = ia cos O. (25) 

The components of M AA , are 

3 
Moo' = - ,fi' 

M
lo

' =~iasinO 
,fi p* ' 

3 iasinO -----, 
,fi p 
3 A 

- ,fi pp*' 

(26) 

and the components of W AB and WA'B' are 

Woo = WII =0, 
(27) 

WO'I' = - 3pll't, Wo'o' = WIT = 0, 

while those of the vectors UAA , and UAA , are 

Uoo' = p, UOI ' = r, UIO' = - 1T, UII , = - /1-, 
U oo' =p*, UOI ' = -1T*, U)O' =r*, U II , = -/1-*' (28) 

The minimally coupled first-order equation for a massless 
spin s field is 

V
A

A ,fJAA2"'A2• = 0. (29) 

It is well known that in a space-time that is not conformally 
flat this equation is inconsistent for s > 1. In particular when 
s> 1 and for the case of an empty space-time fJA ... .A

2
• must 

satisfy the consistency condition 

II'BCD A. - ° (A3 'f' A .... A2 .)BCD - • (30) 

In the Kerr space-time and using the null tetrad (3) and 
defining a new set of functions <l>k for k = 0, ... , 2s by <l>k 
= p.kfJk Eqs. (29) become 
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[ .2"s_p - (18 - 2p - I )(ia sin (] /,0*)] cl>p 

- [90 + (18-2p-I)(1/,o*)] cl>P+l =0, 

a[9L p - (18-2p-I)(1/,o*)] cl>p 

+ [.2";_s+ 1 + (18 - 2p-1) 

X (ia sin (] /,0*)] cI> p + 1 = 0, 

where p = 0, ... ,18 - 1. 

(31) 

The following method of obtaining a solution to the 
massless spin s field Eqs. (29) is due to Cohen and Kegeles. 13 

If the potential P A '1 ••• A~, and an associated arbitrary gauge 

field GB A~'''A~'both of which are symmetric in their primed 
indices satisfy 

- (18_I)(s_1)'iiB'c,(AiAzpAj"'A"lB'c' =0, (32) 

then a spin s field constructed from the potential and gauge 
fields as follows: 

r/JA A =V(AA'VAA , VA A' , .. 2s I I 22'" 2s-I2s-1 

will satisfy the spin s field Eqs. (29) provided those equa­
tions are consistent. When the space-time admits a second­
order Killing-Yano tensor and the quantity UAA , as defined 
by (22) exists, we can make the following rather special 
choice of the gauge field: 

G 
A , ... A i, __ 18-U -pA 'A , ... A 2, 

B - BA' . (34) 

This choice of gauge field was made by Cohen and Kegeles 
though not in this covariant form. With this choice of gauge 
and in a type D space-time Eqs. (32) decouple. In addition, 
in the Kerr space-time the extremal components of the po­
tential will now satisfy separable equations. That is, if we 
look for solutions ofthe form!(r,(])e iU1 + im<p for pO""o' and 
pl· .. ·I· we find that 

[a9i _s90 + 2'1 -s2's 

+ 2(18 - 1)io-,o*]po'",o' = 0, 

[a91+s90 +.2"1+s.2" -s 

- 2(18 + 1);o-,o*],o-2spl''''I' = 0, 

which are separable and have solutions 

(35) 

(36) 

where the functions R ± sand S ± s satisfy Teukolsky's equa­
tions, namely, 

[a~Ls~o + 2(18 - l)iur]R -s = AR -s' 

[a~ I~I - 2(18 - l)iur]R +s =AR +S' 

[2'Ls2's + 2(18 - l)ua cos (]]S +s = - AS +s' 

[2'I_s2'I -2(2s-l)uacos(]]S_s = -AS_ s' (37) 
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If we form r/J A I' . . A" from a potential having pO" . '0' as its 
only nonzero component, then the extremal components of 
the field r/JA I ... A2

, are 

J. = [1/( '2)2s]9 2SR S eiUl+im<p 
'f'0 v" 0 - s + s , 

r/J2s = [1/( '-'2)2S,o*2s] 2' 1 _ s 

Using the Teukolsky-Starobinsky identitiesl4 we can write 
these two components, up to some constant of proportional­
ity, in the following form: 

r/JO = R +sS +seiut+im<p, 

r/J2S = (1/,o*2S)R _ sS _ seiut + im<p. 

III. INTRINSIC CHARACTERIZATION OF THE 
TEUKOLSKY SEPARATION CONSTANT 

(39) 

Suppose we form a solution r/J AI' .. A" for the massless spin 
s field Eqs. (29) by generating it from the extremal compo­
nent of a generalized Hertz potential as in (33). We will also 
suppose that the space-time is the Kerr space-time if s .;;; I 
while if s > I we will restrict ourselves to the oblate spher­
oidal coordinate system and null tetrad obtained by placing 
M = 0. The extremal components of the solution may then 
be written in the form given by (39). The other components 
of the field take on more complicated forms. The separation 
constant A appearing in the solution is characterized by the 
following operator: 

(40) 

For brevity we will also sometimes write the above as 

oF r/J = ,¥r/J. (41 ) 

The extremal components of this identity are relatively easy 
to verify using the form for the extremal components of the 
field given in (39). Since it is not possible to verify directly 
that the remaining components of this identity hold for arbi­
trary values of the spin parameter s we are forced to proceed 
by a different method. Firstly we will show that the operator 
and its action on the spin s field as given by (40) is a symme­
try operator of the spin s field Eqs. (29) whenever those 
equations are consistent. That is the operator maps solutions 
into solutions. The following identity holds for any empty 
space-time which admits a second-order Killing-Yano ten­
sor and for any spinor r/JAI ... A", In particular we do not as-

. sume that r/J A I .. .,4" satisfies a field equation of any sort. For s 
> I we have 
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CC' A' A ..I. 
V sJ(CI 71 J A ''f'A IBz···B,,) 

= [S+2J(Bzl C'71_2JAA' - sJ(BzIA'71JAC' - 3M(BzrMAA'] + (1/3S)V(BzIC'[KADMDA' +KA,D'M
A

D,] ] V
CA

'rPACIB, ... B
2
,) 

+ ~(1/6s){(71- 4s) - (5 + 2»V(Bzl C'MCA'71JA A' + i(5 + 2) [W(Bzl C7IJAC' + E(B,I CWA'C'71 JA A' ] 

C' AC C AC']..I. [~ C' - !{(71- 4s) + (2s - 2)H4J(Bzl W + j(2s - 2)W(Bzl 71J 'f'AClB,··.B
2
,) + (2s - 2) - (1/12sh (Bzl 

[ 
AC M - - A'D' ACM A'- C' ACM - A'C' CM A] 

K WiB,1 +3KA'D,K 'I' IB,I] +sJ(Bzl K A, 'I' IB,I +K 'I' (BzB,I.! A' rPACMIB •.. -B,,)· (42) 

To prove this, first we split the left hand side of (42) into two parts. Removing the index C from the symmetrization we 
find that 
~cC' A' A ..I. 
" sJ(CI 71 J A''f'A IBz···B2,) 

CC' A' A ..I. C' [ C AA' AA' C ] 
=V sJ(B,1 71 J A''f'ACIB,···B2,) + (1/4S)V(Bzl sJ A'71 J -sJ ."J A' rPAcIB, ... B2,)' (43) 

Taking the first term on the right hand side of (43) and applying (21) twice to pass VCC' through sJ(Bzl A '71J A A' we obtain 
~cC' A' A ..I. 
" sJ(Bzl ."J A ''f'AClB,···B2,) 

= sJ(~IA'[71JAA'VCC' + HMAC'VC
A, - MCA,VAC'] + (71/6) [EC'A' W CA - ECAWC'A'] + KAD [VCC',V DA'] 

D'[VCC' A ]] [ [ C' CA' CA' C'] [C'A' C C - C'A' + K A, ,V D' rPACIB, ... B2,) + ~ M(B,I V - M V(Bzl + (5/6) E W (Bzl - E (B,I W ] 

D[ CC' A'] - A'D'[ CC' A +K(Bzl V ,VD +K V ,V(B,ID']]71J A,rPACIB, ... B,,). (44) 

By cycling the two contracted indices A ' and the index C' we can write 
A' A CC' [ C' A AC'] CA' 

sJ(Bzl 71 J A' V = sJ(Bzl 71 J A' - sJ(BzIA '71J V. (45) 

Using (21) to pass V CA ' through 71JA A' and applying some of the identities (10)-( 18) we can also write 
C' CA' A 

~M(Bzl V 71 J A,rPACIB., ... B,,) 

[ 
C' A CA' C' A CA' C' AC 2 C' AC 

= ~M(B,I 71 J A'V -eM(B,1 M A'V -§(71- 4 )M(B,1 W +9(2s-2)M(B,1 W ]rPAClB, ... B2,)' (46) 

Again applying the identities ( 10)-( 18) we obtain 
CC' A' A ..I. 

V sJ(B,1 71 J A ''f'AClB,···B,,) 

[ [ 
C' A VCA' AC' CA' 4 C' A CA' C' AC = s+2 J (Bzl 71-2J A' - sJ(BzIA'71 J V - 3M(B, I M A']V - +'(71- 4)sJ(B,1 W - §(71- 4) 

C' AC CA' C' A /:" C AC' I C- A 'C' A 
XM(Bzl W - ~M V(Bzl 71J A' + (~/6) W (B,I."J + "('(5 + 4)E(B,1 W 71 J A' 

C' AC C AC' 
+i(2s-2)s+4J(Bzl W +j(2s-2)W(B,I."J ]rPACIB, ... B

2
,) 

(2 2) [ J A'K- C',,,ACM K- A'C',,,CM JA]..I. 4 + s - s (Bzl A' Y IB,I + Y (B,B,I." A' 'f'ACMIB.···B"l· ( 7) 

Looking at the second term of the right hand side of (43) and using the definition (20) of the differential operator sJAA " 

and making use of the symmetry in the indices A and C we have 

Applying the identities (10)-(18) and noting that the field spinor and the Killing spinors are symmetric and that the 
quantities K AC W B C and M C A' M AA ' are antisymmetric, and by cycling indices in some of the terms involving both the Killing 
vector M AA' and one or other of the Killing spinors, (48) becomes 

C'[ C AA' AA' C ]..1. 
V(Bzl sJ A'71J - sJ 71 J A' 'f'AClB,···B,,) 

C' [ C [ AA' D DA' A ] ..I. = jV(B21 4K D M V A' + M V A' 'f'AClB,···B2,) 

[ 
C AA' /:" C AA'] 

+ 271s J A,M + 2~M A'71J rPAcIB,· .. B2,) 

- (2s - 2) [KACWMIB,I + 3KA'D,K A'D''I'ACMIB,1 ]rPACMIB •... B
2
,l ]. (49) 

We now note the following three relations: first, 

IMcA'V C' JA ..I. 
1 (Bzl." A ''f'ACIB,···B2,) 

[ IV C'MCA' JA IW C J AC' = 1 (Bzl ." A' -"(, (Bzl 71 

C' CA' A = - (1/6s) [V(B,I M 71 J A' 

+ iE(BzlCW
A

'C'71 JAA ' ]rPAcIB, ... B
2
,). (50) 

c,- D' A CA']..I. + V(Bzl K A, M D'V 'f'ACIB,.··B2,P (51) 

Second, using the definition (20) of 71 J A A' we have and finally 
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(52) 

since 

sJ(AA,M ClA ' =0. (53) 

Reforming (43) from its two pieces as given by ( 47) and 
( 49) and making use of the three relations (50), (51), and 
(52) we obtain the desired result (42). One can also prove 
an analogous result for the cases 8 = !sl. It therefore follows 
that if t/J A,' .. A 2, is a solution of 

(54) 

then the new field 
A' A 

XB""B" = sJ(Bd 7/J A'¢A IB,"'B"l (55) 

is also a solution whenever 

TT - 48 = 5 + 2 and 8>!, ifllJ ABCD = 0, 

TT - 48 = 0 = 5 + 2 and 8";; 1, if IIJ ABCD #0. 
(56) 

Thus under these conditions the differential operator ( 40) is 
a symmetry operator of the spin 8 field equations. 

Having verified that the new field X A,'" A
2
, is a solution of 

the massless spin 8 field equations we now form the following 
field: 

~A "'A =XA "'A -ll¢A "'A , I 25 I 2.'11 2'r.. I 2s 
(57) 

where the field ¢ A," 'A" is obtained from a generalized Hertz 
potential which has p O

""
o' as its only nonzero component 

and where A is the separation constant appearing in the solu­
tion for this one nonzero component. Clearly the field 
~A ···A is a solution of the spin 8 field equations. It is our , 2, 

intention to show that this field is identically zero and hence 
that the operator and its action as given in ( 40) characterizes 
the separation constant A. Carter and McLenaghan4 and 
Kalnins et al.5 have already shown for 8 .;;;; 1 that A is charac­
terized by the operator (40). We can therefore restrict our­
selves to a flat space-time, i.e., place M = 0 and consider the 
cases where 8> 1. One can verify by explicit computation 
that X 0 = ¥t¢o and X 25 = ¥t¢25 and so the extremal compo­
nents of ~A "'A must vanish. Further from the form of the , 2, 

operator ( 40) and since t and ({J are ignorable coordinates we 
can also conclude that the other components of ~A ".A must , 2, 

have the same t and ({J dependence as t/JA""A
2
,' Thus we can 

write 

(58) 

and 

(59) 

We will now compare the behavior of the left-and right­
hand sides of (57) as 0 -+ 0 and also as 0 -+ 1T. The argument is 
an inductive one in that we will show that if ~j _ I = 0 then ~j 
= O. Note that we already have ~o = O. If we write Zk 
= p*k~ k and suppose that for somej > 0 we have Zj _ I = 0 
then from (31) we find that Zj must satisfy 

[it)o + (2s - 2j + 1) (llp*) ]Zj = 0, 

[2'J-s + (2s-2j+ l)(iasinOlp*)]Zj =0. (60) 

Intergrating these equations we have 
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~j =AP*-<2S-Hl le -iUP[ ~ 1m 

X (1 + cos O)m(sin OV-j- meiut + imq;>. (61) 

From the form of the solution it is clear that in the neighbor­
hood of 0= 0, 

~j = os-j- m[bo(r) + bl(r)O + b2(r)02 + ... ]eiut+imq;>, 
(62) 

where we have dropped the subscript j from the functions 
b i (r). Letting 8 = 1T - 0 we find that in the neighborhood of 
0= 1T, 

~j = 'O s- H m[bo(r) + bl (r)O + b2 (r)O 2 + ... ]~ut+ imq;>. 
(63) 

We now consider the behavior of the right-hand side of (57) 
under the assumption that the field"" A . "A obtained from 'f' 1 23 

the generalized Hertz potential is regular at 0 = 0 and 
0= 1T. Firstly note that we can writet/Jj =fj (r,O)eiut + imq;>for 
eachj and that from (31) we can generate a decoup1ed sec­
ond order equation for ¢j' We find, when M = 0, ·that 
<l>j = p~¢j satisfies the separable equation 

[2'J- s+ l2's_j + a.@I.@L j 

- 2(2s - 2j - l)iup]<I>j = O. (64) 

It therefore follows that we can write ¢j as a sum over A of 
terms of the form 

(65) 

Now since to first order in 0 the function p* = r - ia cos 0 is 
independent of 0 as 0-+0 and also as 0-+1T it follows that to 
first order the 0 dependence of ¢j in the neighborhood of 
o = 0 and 0 = 1T will be determined by the behavior of the 
function S in these regions. From (64) we find that S satis­
fies 

[2'J- s+ l2's_j + 2(2s - 2j - l)ua cos 0 ]S(O;ll.) 

= - AS(O;ll.). (66) 

From an examination of this equation we find that the regu­
lar solution for S behaves in the neighborhood of 0 = 0 as 

S = Ols-H ml(co + clO + C20
2 + ... ), 

while in the qeighborhood of 0 = 1T we find 

S = 0 IS-j-ml(co + clO + C202 + "'). 

(67) 

(68) 

Given that ¢ is nonsingular we must have in the neighbor­
hood of 0 = 0 that 

0¢j = 0 Is-H ml [goer) + gl (r)O 

(69) 

Now (Y¢)j will in general be formed from second-order 
derivatives of ¢j and first-order derivatives of both ¢j _ I and 
¢j + I • Thus in the neighborhood of 0 = 0 we will have 

(Y ¢)j = 0 Is-H ml [h_ 2 (r)O -2 + h_1 (r)O-1 

+ho(r) +hl(r)O+ ·"ku1+imq;>. (70) 

Subtracting (69) from (70) we find that we must have 

~j = Ols-Hml-2[ko(r) + kl(r)O 

(71) 
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in the neighborhood of () = o. Similarly in the neighborhood 
of () = 11" we have 'j = Ols-j- ml-2[ko(r) + k, (r)(} 

+ k2(r)(}2 + ... ]eiut + im'P. (72) 

Now if 'j_1 = 0 and we assume that '} #0 then it is also 
required that 'j have the behavior specified in (62) and 
(63). Thus if the two differing behaviors of 'j are to be con­
sistent we must have 

s-j-m>ls-j+ml-2, 

s-j+m>ls-j-ml-2. (73) 

The above inequalities have a solution only when 

- 1<:;m<:;1 andj<:;s + 1. (74) 

Thus for I m I > 1 we must have 'j = 0 and so by induction all 
the components of 'A""A:u will vanish and so for Iml > 1 we 
obtain 

(75) 

as desired. 
To deal with the case where Iml<1 we note that since we 

obtained ¢A""A2, from a generalized Hertz potential we can 
write ¢j as 

¢j =K'jR_sS+ s, (76) 

where K'j is a differential operator of order 18. We can there­
fore write (75) as 

[IJ_,K'j_' + LjK'j +L]+ ,K']+ dR _sS+s 
=¥tK')R_sS+s' (77) 

where the diff~ential..9perators L] are of second order while 
the operators L) and L) are offirst order. The only relations 
existing on the functions R _ sand S +. by which this identi­
ty could hold are the Teukolsky equations for the functions 
R _. and S + s. Accordingly for some givenj we must be able 
to write 

[Ij _ , .Jf} -, + L).Jf} + L]+ ,.Jf} + d - ¥t.Jf} 
= [1,Y, + [18Y8' (78) 

where [1, and [18 are in general differential operators of 
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order 18 and Y, and Y 8 are the "Teukolsky operators", 
that is 

Y,=a.@Ls.@o+2(18-1)iQr-.1., 
Y 6 =2'L.2'. + 2(18 - l)Qa cos () + A., (79) 

for which Y,R _ s = 0 and Y 8S + s = O. Now we note that 
Eq. (78) may be split into two parts, namely those terms 
which are independent of A. and those terms which are linear 
in A.. We find that 

[1, - [16 =~K'j' (80) 

and hence that 

[lj_,K'j_, +L).Jf} +Lj+,K')+d - ¥tK) 
- ~KjY6 = [18(Y, + Y 6), (81) 

thus ~ , and [18 will be uniquely determined. 
We have established that the above identities amongst 

the various differential operators must hold for Iml> 1. 
Further, the m dependence of the various terms in any given 
identity is described by a polynomial in m. Since any given 
identity holds for an infinite number of values of m it must 
also hold when m <:; 1. We therefore have 

Y¢ = ¥t¢, 

for all values of m. 
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Free Dirac fields in a Lobachevskian space-time (the Euclideanization of the anti-de Sitter 
space-time) are studied. These fields, which are related in the ftat-space-time limit to the 
Euclidean Dirac fields, act in a space JiY', which again has Fock space structure. The two-point 
Green's function for Lobachevskian Dirac fields is obtained in terms of intrinsic geometric 
objects. 

I. INTRODUCTION 

In this article we contirHle th~ study of the quantum field 
theory in a Lobachevskian space-time (the Euclideanization 
of the anti-de Sitter space-time) by group-theoretical meth­
ods that we began in Ref. 1. Having constructed a Lobachev­
skian Bose field, our aim is to find a Lobachevskian Dirac 
field by a similar procedure. 

The following is a short outline of the material to be 
presented here. We will construct Lobachevskian Dirac 
fields by starting with creation. and annihilation operators 
satisfying the usual canonicaLanticommutation relations 
and then defining the .fields in terms of these operators. This 
Fock space construction is carried out in Sec. IV and goes 
quite parallel to ordinary Euclidean Fock space construc­
tion. For this purpose in Sec. n we recall the definition of a 
Euclidean free Dirac field; while in Sec. III, we discuss the 
interrelation between P-induoed and K-inducedpictures of 
the principal series representation ofSOo( 4,1). Some math­
ematical results necessary for Sec. IV are given in Appen-
dices A-C. . 

II. FREE EUCLIDEAN DIRAC FIELDS 

In this section we summarize the theory of free Euclid­
ean Dirac field of mass mf > O. 

Euclidean spin 1/2 fields have been constructed several 
years ago by Osterwalder et 01;2.3 An important conclusion 
reached by these authors was that the construction of the 
interacting field models requires a doubling of the fermionic 
degrees of freedom. They also showed that the Hermiticity 
of the action has to be abandoned in favor of Osterwalder­
Schrader positivity. 

We find it expedient to use, throughout this paper, a 
formalism suggested by Osterwalder and Schrader.2 

The Euclidean Fock space ~ for spin 1/2 fermions is 
given by 

and 
n 

~ (n) = /\ ~(I), 
n 

where /\ means the n-fold completely antisymmetric tensor 
product. The no-particle (vacuum) ~(O) consists of elements 
that are complex numbers and 

~(J) = ~~) EB ~~), 

where each ~~) is isomorphic to C 4®L2(R4). A state in 
~ ~) is described by a four-component function of the mo­
mentum p (peR 4) labeled by an index j taking on the values 
1, ... ,4. The vacuum is denoted by 10). In the standard fash­
ion we introduce fermion annihilation and creation opera­
tors bj (p) and b !(p) (peR 4,j = 1, ... ,4) and antifermion 
annihilation and creation operators dj(p) and d!(p) 
(peR 4,j = 1, ... ,4), satisfying theanticommutation relations 

{bj(p),b .1(p')} = {dj (p),d.1(p')} = 8Jf B4(p - p'), 
(2.1) 

with all other anticommutators vanishing. The b! (p) is the 
creation operator related to the one-particle space ~~) and 
d!(p) is the creation operator related to the one-particle 
space ~~). 

For the purposes of analyzing the flat space-time limit of 
the Lobachevskian quantum field theory, however, it is more 
convenient· to introduce polar coordinates in R 4: p = pD, 

wherep>OandnisaunitvectorinR 4. Theanticommutation 
relations (2.1) can be rewritten as 

{bj (p;n) ,b .1 (p' ;n')} = {dj (p;n),d.1 (p' ;n')} 

::::: 6jJp- 38(p - p')83 (n - n'), 
(2.2) 

where 83 (n - n') is the Dirac distribution on the unit sphere 
S3inR4. 

Now we will give a transformation law of the creation 
and annihilation operators under the inhomogeneous rota­
tion group ISO( 4) = R 4e-SO( 4) (Euclidean group) which 
is the semi-direct product of R 4, considered as an additive 
group, and SOC 4) 

(a,k)eISO(4), aeR, keSO(4). 

First we note that an arbitrary element keSO( 4) can be 
uniquely decomposed as follows; 

k=xm, 

with 

(2.3) 
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~ 1--- -~ _.2EL 
1 +S4 1 +S4 1 +S4 

-~ ~ _-.!XL. 1---
X =X(8) = 1 +S4 1 +S4 1 +S4 

_.2EL _-.!XL. 1-~ 
1 +S4 1 +S4 1 +S4 

-SI -S2 -S3 

and 

(el + e; - el - el 2e1e2 + 2e3e4 

2e1e2 - 2e3e4 ~+~-~-~ 
m=m(e) = 

2e1e3 + 2e2e4 2e2e3 - 2e1e4 

0 0 

where 8.e are the unit vectors in R 4. The set of all matrices m 
given by Eq. (2.5) is a subgroup of80( 4) being isomorpic to 
80(3). [As is easily seen. (2.5) is nothing but the Cayley's 
parametrization of80(3).] On the Fock space ff there isa 
unitary representation U (a,k) ofISO( 4) [more precisely: of 
the covering group of 180 ( 4) ]. determined by 

U(a.k) 10) = 10). 

U(a.k)b j(p;n)U-1(a.k) 
4 

= e - ip(kn.a) L b j(p;kn)SJj (r). 
/=1 

U(a.k)d j(p;n)U-1(a.k) 
4 

=e- ip(kn.8) L Si/I(r)dj(p;kn), (2.6) 
/=1 

[here and in the following we use the scalar product 
(p,x) = ~1= IPiXi] where re80(3) is a so-called "Wigner 
rotation" that is determined by 

r = x-I(kn)kx(n). (2.7) 

Furthermore, 

m-S(m) (2.8) 

is a four-dimensional unitary (reducible) representation of 
80(3) 

S(m) = (iea + e4u4 . 0 ). (2.9) 
o lea + e4u4 

where m is determined by (2.5) and U i • i = 1.2.3 are Pauli 
matrices. U4 = 1. Note that the representation (2.8) maybe 
extended to a representation of 80( 4), such that 

S(x> ~ (' ~s. ynf ~ 
\ 1 +S4 

isa ) 
1 :S4 • (2.10) 

where xeSO(4) is given by (2.4). We have the important 
relations 
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S*(x) =S-I(X) =S(x- I ), 

Y4S(X)Y4 = S -I (x), 
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(2.11 ) 

(2.12) 

SI 

S2 (2.4) 

S3 

S 

2e1e3 - 2e2e4 

2e2e3 + 2e1e4 

~+~-~-~ ~ o · 
(2.5) 

0 1 

S(x)y..s-I(x) =1. (2.13 ) 

where 

YJ = C~J - ;UJ
). (j = 1.2.3). Y4 = (~ ~) 

are Euclidean Y matrices and 1 = l:.~_ I StY/. 
Having extended the definition of the four-dimensional 

representations S (2.8). we can split the rotation matrix ap­
pearing in (2.6) into three factors 

S(r) = S(x- I (kn) )S(k)S(x(n», (2.14) 

where ris defined by (2.7). We are now in position to define 
two independent Euclidean fields t/I~I) and t/I~2). a = 1 ..... 4. 
We set 

t/I(\)(x) = (217")-2 ± i r 1 
a j=1 R+JS' (p2 + m})1/2 

X {bj (p;n)u'a (p;n)eiP(n.x) 

+ dj(p;n)via (p;n)e- iP(n,x)}p3 dp dn. 

t/I(2)(X) = (217")-2 ± i r 1 
a j= 1 R+ Js' (p2 + m})1/2 

X {b j(p;n) fI" (p;n)e - ip(n.x) 

+ dj (p;n)V'a (p;n)eiP(n.x)}p3 dp dn. (2.15) 
whereR + = (peR:p>O} anddn is the Euclidean measure on 
the S 3. The u' (p;n) ,vi (p;n). etc. are the Euclidean spinors, 
which can be written in the form 

i.e., 

ui(p;n) =S(x(n»uI+ (p). 

vi(p;n) = S(x(n»uI_ (p), 

iI(p;n) = uI::' (p)S-I(x(n», 

iY(p;n) = uI::' (p)S -I(x(n», 

4 

u',. (p;n) = ~ Sa,8(x(n»uI+ p (p), 
1=1 

(2.16) 

etc., where uI± (P) (p>O.j= 1 •...• 4) are constant spinors 
defined by 
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The spinors (2.16) satisfy the following relations: 
4 

L uia(p;n)~(p;n) = (iplt + mr)aP' 
j= 1 

L via (p;n)Vip (p;n) = - (iplt + m r ) ap, 
j=1 

(2.18 ) 

which is a consequence of (2.13) and 
4 

L wi±a(P)wi±p(p) = (ipY4±mr )aP' (2.19) 
j= 1 

Observe that the Euclidean Dirac fields tiP) and t/J(2) anticom­
mute as they should do, i.e., 

{t/J~i) (x),t/J1j ) (x')} = 0, for all x,x'ER 4. (2.20) 

(Nonvanishing anticommutators such as {t/J(1),t/J(1)*} are ir­
relevant objects that play no further role.) These fields trans­
form according to 

4 

U(a,k)t/J~l)(x)U-I(a,k) = L S ;/(k)t/J11)(kx + a), 
P=I 

4 

U(a,k)t/J~2)(x)U-I(a,k) = L t/J12 )(kx + a)S{3a(k). 
P=I 

(2.21 ) 

The verification of the covariance properties (2.21) of the 
fields are based on the relation (2.14) and the fact that 

4 4 

L S.iI(m)wi±P(p) = L Sial(m)uI±a(P), 
j= 1 a= I 

4 4 

L Sfj(m)wi±P(p) = L uI±a(p)Sa{3(m), (2.22) 
j=1 a=1 

where meSO(3) [see Eqs. (2.9) and (2.17)]. 
The two-point Euclidean Green's function G;p (x,x') is 

given by 

Gap (x,x') == (Olt/J~I) (x)t/J12) (x') 10) 

= (21T)-4 r r (iplt + mr)aP 
JR + JSJ p2 + m; 

xeiP(D.X-X')p3 dp dn 

= (mr)2 1 {K1(mrl x _ x'l) 
21T Ix - x'i 

i - i' } - K2(mrlx - x'l) , 
Ix-x'i 

(2.23) 

where Kv is the modified Bessel function of the third kind. 
In concluding this section, we remark that each sub­

space carries a unitary (highly reducible) representation of 
ISO( 4) which is equivalent to the induced representation of 
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(2.17) 

ISO ( 4 ) induced, in the sense of Mackey, 4 by the four-dimen­
sional representation S of SO( 4) defined above. 

III. INTERTWINING OPERATORS FOR SOo(4,1) 

It is apparent from (2.6) and (2.21) that the formula 
(2.15) is essentially a relation between representations of 
ISO(4) which are induced by R 4&SO(3) and SO(4) sub­
groups oflSO( 4). Therefore, if we want to construct a Loba­
chevskian field possessing the property that it goes over into 
a Euclidean field in the flat-space limit, it is necessary to 
obtain a relation between representations of SOo ( 4, I) that 
are induced by minimal parabolic P (see, below) and maxi­
mal compact K ~ SO ( 4) subgroups of SOo ( 4,1 ). [We men­
tion that the minimal parabolic subgroup of SOo( 4, 1) re­
duce to R 4&SO(3) subgroup of ISO(4) in the Inonii­
Wigner contractionS ofSOo( 4,1) with respect SO( 4 ).] For 
this purpose we shall write down here (without proofs) the 
explicit form of intertwining integrals between the P- and K­
induced realizations of the principal series representation of 
SOo(4,1). 

Let us start the discussion with the fact that a four-di­
mensional Lobachevskian space A 4 can be realized as a four­
dimensional hypersurface 

S~ - si - ... - S~ = 1, So>O, (3.1) 

in a five-dimensional pseudo-Euclidean space R 4,1 with the 
bilinear form 

[S,1]] ==So1]o - SI1]1 - ... - S41]4' 

In what follows we shall denote the boundary of A 4 by B, i.e., 
B = {;eA4:[;,;] = oJ. It is clearfrom (2.1) that the group 
of motions for Lobachevskian space A 4 is SOo ( 4,1) which 
acts transitively in A4. 

A convenient way to parametrize any noncom pact 
semisimple Lie group is given by means of the Iwasawa de­
composition. This tells us that, if in a noncompact semisim­
pIe Lie group G we pick a maximal compact subgroup K and 
a suitable Abelian subgroup A then there is a nilpotent sub­
group N normalized by A, such that any group element geG 
can be written uniquely as 

g= kan, (3.2) 

with keK,aEA,nEN. For G = SOo( 4,1) the elements of maxi­
mal compact subgroup K e.; SO( 4) are 

o 
k 

G.A. Kerimov 
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and we may take as the subgroup A the set of all elements in 
SOo ( 4,1) of the form 

(

cosh t 0 sinh t) 
a=a(t) = 0 1 0 ,tER. 

sinh t 0 cosh t 

(3.4) 

Then the elements of nilpotent subgroup N (here is actually 
Abelian) are6,7 

n=(I+:12 y; -!;2) , yER3, (3.5) 

112 yT 1-112 

where y is the column vector (y,,y2'Y3), yT its transpose, and 
I =.vi +.vi +~. Due to (2.3), the Iwasawa decomposi­
tion (3,2) can be carried further and one has 

g=xman, (3.6) 

with 

where the matrices x and m are determined by Eqs. (2.4) 
and (2.5), respectively. 

Another important parametrization of any element of 
SOo( 4,1) is due to Cartan, i.e., the element ofSOo(4,1) can 
be written as 

g = xak, x,kef(, aeA, (3.9) 

where the matrices x, a, and k are given by Eqs. (3.7), (3.4), 
and (3.3), respectively. 

Obviously, the matrices m given by (3.8) form a sub­
groupofSOo(4,1) which we denote by M. TheM~SO(3) is 
at the same time a centralizer of A in K and a normalizer of N 
inK. ThusP = MANis also a subgroup ofSOo(4,1) which is 
called the minimal parabolic subgroup ofSOo ( 4,1). A finite­
dimensional irreducible unitary representation of P has the 
form6•7 

(3.10) 

where xP(a) = e - ipt, p> 0, is a unitary character of A and 
Dj is an irreducible unitary representation of M. The number 
j is an integer for single-valued irreducible unitary represen­
tation of SOC 3) and half-odd integer for the double-valued 
irreducible unitary representation [i.e., for the faithful irre­
ducible unitary representation of the two-fold covering 
group SU(2) ofSO(3)]. 

The principal series of irreducible unitary representa­
tions of SOo( 4,1) is parametrized by (p,j) and is obtained 
by inducing the representations (3.10) of P to SOo(4,1). 
Denoting the Hilbert space for the finite dimensional repre­
sentations Dj ofSO(3) by Hi, the principal series ofrepre­
sentations ofSOo(4,1) may be realized (in a standard way) 
in the Hilbert space L 2 (X,H i) of square-integrable functions 
over the coset space X = SOo( 4, 1 )IP~K 1M ~S3 with val­
ues in Hi, and this Hilbert space may be identified with 
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L 2(S3,HJ). The representations T(p,i) ofSOo(4,1) are then 
given by the formula6,7 

T(p,j)(g)f(s) =,r'+3i12(a-')Di(m-')/(s'), (3.11) 

wheregeSOo( 4,1 ),seS 3, feL 2(S3,HJ), and thequantitiess' 
are determined from 

g-'x(t) = x(t ')man, t= (I,s), t'= (l,s'). 
(3.12) 

To get a more explicit form of the transformation law 
(3.11) we use the Cartan decomposition of g (3.9); the fac­
tors aeA and kef( yield: 

(a) T(p,j) (a) I" (s) = [(at)o] - 3/2 + ipl" (s'), 

with t' = at I(at)o, 

(b) T(P,J)(k)/,,(s) 

i 

f.l = - j, ... ,j, 

= L D~v(x-'(t)kx(k -'tn/v(s'), 
v= -j 

witht' =kt. 

(3.13 ) 

(3.14) 

In what follows we will give alternative realizations of 
T(p,J) on certain function spaces over SOo(4,1)1 
K~AN~A4. 

Let feL 2(S3,Hi) and Di be unitary irreducible repre­
sentations of K ~ SO (4) which remain irreducible when re­
stricted to SO ( 3 ); define 

q;(S) = i [S,t] - 3/2 + ipDJ(x(ts n/(s)ds, 
s' 

(3.15 ) 

where seA4, t= (I,s)eB, and ts =a-'(S)t I(a-'(s)t)o' 
Here a(S) is a coset representative for SeA 4 ~AN, 

SO 1 ~T 1 - So 
So - S4 So - S4 

a(s) = 1 ~ 

(3.16) 

Then, q;(S) are infinitely differentiable functions on A 4 with 
values in Hi and the representations T (p,j) of SOo( 4,1) can 
be realized in a space of such functions. In this realization the 
representations T (p. i) of SOo ( 4,1) are given by 

T(p,i) (g)q;(S) = Di(a- I (S)ga(g-IS»q;(g-IS). 
(3.17 ) 

Furthermore, ({J(S) are eigenfunctions of the second-order 
Casimir operator of SOo ( 4,1 ) . 

Proof of these statements for SOo (2,1) can be found in 
Ref.8. 

In fact, the formula (3.15) gives the interrelation be­
tween the P-induced [see Eq. (3.11)] and K-induced [see 
Eq. (3.17)] pictures of the principal series. 

We note that the verification ofEq. (3.17) is based on 
the relations 

x( a-'(s)kt )x-'(kt)kX(t) 
(a -, (S) kt)o 

= a-'C"')ka(k -'S)x( a-'(k -'S)t ) 
~ (a-'(k -lS)t)O ' 

G. A. Kerimov 
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which are straightforward exercises in matrix multiplica­
tion, and the fact that 

a-laCs) = a(a-ls), aEA. (3.19) 

IV. FREE LOBACHEVSKIAN DIRAC FIELDS 

In this section we introduce free Lobachevskian Dirac 
fields, which will be related in the flat-space limit to the Eu­
clidean fields constructed in Sec. II. 

In analogy to the Euclidean case, we choose the one­
particle Hilbert space for fermions ~ I) to be 

~I) = ~<J.) EIl~~}, 
where each ~~) is isomorphic to C 4 ® h with h denoting the 
Hilbert space of all functions F(p;n) on R + X S 3 for which 

IIFII= L+ L, IF(p;n) 12wI/2(pIA)dp dn< 00, 

where WI/2(P) = Inip + 2)/rup + 112)12 is the Plan­
cherel weight for the principal series representations 
T(p·II2l.6 [We note that, each subspace ~~) carries a uni­
tary (highly reducible) representation of SOo ( 4,1) induced 
by the representation S (2.8) of SO ( 4) (see below) .] Then 
the Lobachevskian Fermi Fock space ~ is defined as usual 
to be the Hilbert space completion of the alternating tensor 
algebra over ~I) 

The vacuum will be denoted by 10). We introduce (in a stan­
dard fashion) fermion annihilation and creation operators 
Bj(p;n) andB1'(p;n) (peR +,nES 3,j= 1, ... ,4) andantifer­
mion annihilation and creation operators Dj (p;n) and 

D1'(p;n) (peR +,nES 3,j= 1, ... ,4) satisfying the anticom­
mutation relation 

{Bj (p;n),B ; (p' ;n')} 

= {Dj(p;n),D;(p';n')} 

=0.A-3In2+iPIA)120( _ ')03(n-n') (4.1) 
jj r q + ipl A) p p , 

all other anticommutators vanishing. The B l' (p;n) is the 
creation operator related to the one-particle space ~<J.) and 
D l' (p;n) is the creation operator related to the one-particle 
space~~). 

The Fock space~ carry a unitary representation V(g) 
of SOo ( 4, 1) defined by 

V(g) 10) = 10), 

U(g)B 1'(p;n)V- 1 (g) 
4 

= [(gt)o] -3/2+ip/). L B;(p;n')SiJ-(m), 
/=1 

V (g)D l' (p;n) V-I (g) 
4 

= [(gt)0]-3/2+iP/). L Siil(m)D;(p;n'), 
/=1 

where 

gx(t)=x(t')man, t=(1,n), t'=(1,n'), 

with notation as in Sec. III. 

(4.2) 

We are now prepared to define two independent Loba­
chevskian Dirac fields \{1~I) and \{1~2), J-l = 1, ... ,4. Equations 
(2.15) and (3.15) tell us to do this by setting 

'I'~1) (s) = (217') -2 ± r r 1 {BJ (p;o) U~ (p;os )[t,s ] - 3/2 - ip/). + D 1'(p;o) v~ (P;os) 
J= 1 JR + JS3 ~J? + (m, + A 12)2 

X [t,s] - 3/2+;P/).}jr(2 + ipIA)/r(112 + iplA) 12dp do, 

'I'~2)(S) = (217')-2 ± r r 1 {B1'(p;o)U~(p;ns)[t,s] -3/2+;P/).+DJ(p;o)V~(p;os) 
J=IJR+Js3 ~p2+ (m,+A/2)2 

X [t,s] -3/2- iP/).}lr(2 + ipIA)/r(112 + iplAWdp dn, (4.3) 

with 

i.e., 

UJ(p;os) = S(x(ts»WJ+ (p), 

VJ(p;os) =S(x(ts»WJ_ (p), 

UJ(p;os) = WJ~ (p)S-I(X(ts»' 

VJ(p;Os) = WJ~ (p)S-I(X(ts»' 

4 

U~(p;os) = L Sl'v(x(ts»WJ+v(p), 
v= 1 

etc., where 

t5 =a-I(s)t/(a-I(s)t)o, t=(1,n), t 5 =(1,n5 ) 

and 
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I ([iP ± (m,; A/2>J 1/2) 
W ± (P) = 0 ' 

o 

2 ([iP ± (m,: A 12)] 112) 
W ± (p) = 0 ' 

o 

W'± (P) ~([ _ip± (m~+Al2)1'''} 
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4 ( ~ ) W ± (p) = 0 . 

[-ip± (mf +AI2)]1/2 

It follows from (4.2) that Lobachevskian Dirac fields 
transform as [cf. Eq. (3.17)] 

U (g) \{1~1) (s) U- I (g) 

4 

= L S;, I(a- I (gs)ga(s»\{1~I)(gs), 
v=1 

U (g) \{1~2) (s) U-I (g) 

4 

= L \{1~ (gs)S'1L (a-I (gs)ga(s»· 
v=l 

In Appendix C we show that the Lobachevskian Dirac fields 
are actually anticommutative, i.e., 

The two-point Lobachevskian Green's function 
G L (s,s ') is defined by 

xS ~ I(X(; . »[;,s] -3/2-ip/J.. [I-,t.'] -312+iP/J..1 r(2 + iplA) 1
2
d do 

(3 f !>!> r(l/2 + iplA) P 

xS -I(X(I-= »[1-,:::] - 3/2 + iP/J..1 r(2 + iplA) 12dP do 
(3v !>- !> r(l/2+ iplA) , 

(4.5) 

where 

;:;;: =a-I(:::);/(a-I(:::);)o, a-I(:::)=a-I(s')a(s), 

::: = a(:::)E, E= (1,0,0,0,0). 

The last equality in (4.5) is based on quasi-invariance of the 
measure do. 

Let us now calculate the explicit form of G L(S,S '). For 
this purpose, we introduce polar coordinates in A 4: 

A4 3E' = (cosh Ar,s sinh Ar), seS 3
, O";;r< 00. 

Then 

a(2') = x(1])oX- 1(O-I1]/(0-11])0)' 

where 

1]= (l,s), o=o(Ar)EA. 

(4.6) 

[The Eq. (4.6) is due to the Cartan decomposition.] We 
insert ( 4. 6) and make a change in the variable of integration 
over. This gives 

G L (s s') = ~ ± f i 1 
p,'" (21T)4 '1'.11= 1 JR + S' p2 + (mf + A 12)2 

XSp,'1'(x(;'»(ipr4 + mf + A 12)'1'11 

xS -1(X( a-
1
(:::);' ))[1- 2'] -3/2 + ip/J.. 

11" (a- 1(:::);,)0 ~, 

xl r(2+q,IA) 12dpdn (4.7) 
rO/2 + iplA) , 
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where 

We now use the relations 

which is a consequence of (3.18) in the special case 
k = x(1]) and 

Relation (4.9) follows from the relation (4.8) and the fact 

x 2(x(1]);) = x(1])x2(;)x(1]). (4.10) 

Thus we obtain 
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In deriving Eq. (4.11) we have used the relation 

S(X)r4 = r4S -'(X), 

[see Eq. (2.12)] and the fact thatS(') is a representation of 
SO(4). 

We now introduce the polar coordinates on S 3 given by 

n = (sin /3 sin 0 sin rp, sin /3 sin 0 cos rp, 

sin /3 cos O,cos /3), 

O<:jJ,O < 11", O<rp < 211". 

Then the Euclidean measure on S 3 has the form 

dn = sin2 /3 sin 0 d/3 dO drp. 

After integration over the angles 0 and rp we find that 

xS -'(X( 0-'1/ ))f} 
( 

_') 2 , o 1/ 0 
(4.12) 

where 

fIE fr ( -sinh A; + cosh A; cos/3 ) 

X (cosh Ar - cos /3 sinh Ar) - 2 + ;plA. sin2 /3 d/3, 
(4.13) 

f2= fr (COSh A; - sinh A; cos/3 ) 

X (cosh Ar - cos /3 sinh A r) - 2 + ;plA. sin2 /3 d/3. 
(4.14 ) 

In Appendix A we explicitly evaluate the integrals f, and 
f 2• 

They are 

f = _11"_ r( - 1 + zplA) P -112+/PIA.(coshAr) 
1 sinhAr r(zpIA) 312.-112 , 

f =_1I"_r(-I+zpIA) p-II2+/PI).(coshAr) 
2 sinh Ar r (ipl A) 312.112 , 

where P!",. (z) is the generalized Legendre function of the 
first kind (see Appendix A). 

Finally, the remaining p integral can be evaluated in 
terms of generalized Legendre function of the second kind 
Q!",.(z) (see Appendix B): 
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U 3 r(mflA + 3/2) {[ 
= (211")3 sinhAr r(mflA -1/2) S(X(1/»r4 

XS-1(X( 0~111/ ))] Q;;i:_,I2(coshAr) 
(0 1/)0 ,.v 

+ [8(X(1/»8-I(X( (:~,':)J)Lv 
XQ;'h~12 (cosh Ar)}. (4.15) 

Furthermore we check that the Euclidean Green's function 
indeed a limiting case of the Lobachevskian Green's func­
tion, i.e., that 

G;v(5,5') -+ G;v(x,x'), 
(A.-O) 

with Ix - x'i = r, since 

lim Q ;tA.(cosh Ar) = Kp. _ v (mfr) 
A.-O 

[see (B9)]. 
After all, it remains to be shown that the Lobachevskian 

Dirac fields (4.3) goes over in the flat-space limit into the 
Euclidean Dirac fields (2.15). To do so, it is convenient to 
introduce an horospherical coordinate xp., f.t = 1, ... ,4 on A 4 

50 = COShAx4 + (A 2/2)x2eh", 

51 = Ax;, i = 1,2,3, 

54 = sinhAx4 + (A 2/2)x2eh", 

where - 00 <x,. < 00 andx2=xf +~ +~. 
First we denote that the discussion of the Lobachevski­

an plane wave factor [5,," ] - 3/2 + /pI). is analogous here to the 
one given for the scalar case leading, in the limit A -+ 0, to the 
plane wave factor exp[ip(n,x)], i.e., 

lim[5,,"] - 312 + ;plA. = exp[ip(n,x)], 
A._O 

(see Ref. 1). Hence using the relations 

and 

lima(5) = 1 
A.-O 

I. 231 r(2+zpIA) 12 _ 3 
1m/!. -p, 

A.-O r( 1/2 + iplA) 
it follows that the Lobachevskian Dirac fields (4.3) reduce 
in the flat-space limit A -+ 0 to the Euclidean Dirac fields 
(2.15). 
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APPENDIX A: EVALUATION OF THE INTEGRALS (4.13) 
AND (4.14) 

In this appendix we shall evaluate the following inte" 
grals: 

and 

f 1 == So"" ( - sinh ~ + cosh A.; cos {3 ) (cosh A.r 

- cos{3 sinh A.r) - 2+ ipl..tsin2 {3 d{3, 

f 2 == So"" ( cosh ~ - sinh A.; cos {3 ) (cosh A.r 

- cos {3 sinh A.r) - 2 + ip/..tsin2 {3 d{3. 

The calculation is based on the formula [see Eq. 10.3.7 ( 1) of 
Ref. 9] 

So'" (cosh w - cos {3 sinh w) CTC l (cos {3)sin2 {3 d{J 

( - 1) k 2J;Tr(3/2)r(u+ 1)' 
= 

k!r(u- k + 1) 

xsinh- 1 wP ,;-; 1" k(cosh w), 

where Ck'(z) and P!(z) are the Gegenbauer polynomials 
and the associated Legendre functions of the first kind, re­
spectively.to By making use of the relations 

C 6 (cos {3) = 1, C I (cos {3) = 2 cos {3, 

it is now straightforward to eavluate the integrals f 1 and 
f 2; we obtain 

f 1 = 11' sinh- I A.r{ - sinh A.; p = : + ipl..t (cosh A.r) 

h A.r r( - 1 + ipl A.) p - 2 (sh 1 )} + cos - 1 . I' co Ar 
2 r(-2+iplA.) - +IPA 

(AI) 

and 

f2 = 11' sinh- I A.r{cosh A.; p =: + ipl..t (cosh A.r) 

. A.r r ( - 1 + ipl A.) 2 } 
- smh - P = I + ipl..t (cosh A.r) . 

2 r( - 2 + ipl A.) 
(A2) 

However, the integrals f I and f 2 can also be expressed in 
terms of the functions P~ri (Z).9 (The explicit definitions of 
these functions will be given below.) Indeed, using the rela­
tion [see Eq. 6.3.5(5) of Ref. 9] 

pm(cosh w) = r(l + m + 1) pi (cosh w) 
I r(1 + 1) mO , 

and the recurrence formulas [see Eqs. 6.5.6(7) and 6.5.6( S) 
of Ref. 9] 

P~++'~72.1/2 (cosh w) = cosh ; P~ (cosh w) 

+ sinh ; p~+ 1,0 (cosh w) 

and 
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P I+ 1/2 (h) . h w pi 
m + 1/2, - 112 cos W = sm 2" rna (cosh w) 

+ cosh ; P~+I,o(coshw), 

with I a complex number, and m integer, we find 

f 11' r( - 1 + iplA.) P -1I2+ipl..t( hA.) 
l=sinhA.r rUpiA.) 3/2,-1/2 cos r 

(A3) 

and 

f =_11'_ r( -1 + iplA.) P -1/2+IPI..t(coshA.r). 
2 sinhA.r r(iplA.)· 3/2.112 

(A4) 

Here we have used the symmetry relation [see Eq. 6.3.6( 1) 
of Ref. 9] 

(AS) 

The functions P~n (z) (with z = cosh w, I a complex 
number, and m and n which are simultaneously either inte­
gers or half odd integers) have been discussed extensively in 
the book by Vilenkin referred to previously [see Chap. 6 of 
Ref. 9]. They can be expressed in terms of hypergeometric 
functions 2FI: 

pi (z)=r(1+1-n) 2-
m 

mn rU+1-m) r(1+m-n) 

and 

X (z - 1) (m - n)/2(z + 1) (m + n)/2 

X 2F I (m -I,m + 1+ 1;1 + m - n;(1 - z)/2) 

(m>n) (A6) 

P~n(Z) = ru+ 1 +n) 2-
n 

ru+ 1 +m) r(1 +n-m) 
X (z - 1 )(11- m)/2(z + 1 )(n + m)/2 

X 2F1(n -I,n + 1+ 1;1 + n - m;(1- z)/2) 

(n>m). (A7) 

We shall call the function P~n (z) a generalized Legendre 
function of the first kind, since 

PI(z)=P&o(z), (AS) 

where PI (z) is the Legendre function of the first kind. to 
In concluding this appendix we give some of the proper­

ties ofthe P~n (z) which we need later: 

(a) fO P ;;n1l2 + ip(z)P ;;n1/2 - ip(t)p tanh(p + ie)dp 

= ~(z - t), (A9) 

if M = ° or 112, where 

and 

M = {min ( Iml,lnl), 
0, 

for mn>O, 
for mn <0, 

e = 0, if m and n are integers, 

e = 112, if m and n are half odd integers. 
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(b) P;;nl - 1(z) = (_l)m-n ru+ I-m)ru+ I +m) 
ru+ I-n)ru+ 1 +n) 

XP~n (z). (AIO) 

APPENDIX B: INTEGRALS REPRESENTING , 
GENERALIZED LEGENDRE FUNCTIONS OF THE 
SECOND KIND 

In this appendix we want to evaluate the integrals 

y = ('" ip 1 r(2 + ip/A.) 12 
1-Jo p2 + (mf + A. /2)2 r( 112 + ip/A.) 

X r( -I +Zp/A.) p-1I2+iPIA(coshA.r)dn r Up/A.) 3/2, - 112 y, 

(Bl) 

and 

It will be useful to introduce the function Q~n (z) by 

Q I (z) = 2
/
r(l+ I-m)r(l+ 1 +m) 

mIl r(21 + 2) 

X -- (Z-l)-I-1 (
z+ 1)(m+")/2 

z-1 

X 2FI(/+ 1 +m,l+ I + n;2/+ 2; 

2/(l-z» (B3) 

which we shall call the generalized Legendre function of the 
second kind. The integrals (Bl) and (B2) can be evaluated 
by means of 

(0" tanh(p + . ) r(1/2 + zp + m) 
Jo (1+ 1I2)2+ p2 P 

IE r(1I2+zp+n) 

xp ;;,,1/2 + ip(cosh OJ)dp 

= (_l)"-m r(l+ I-n) QI (cosh OJ) (B4) 
r(l + 1 _ m) mil , 

valid for Re I> - 112, m ± n > 0, M = 0 or 112, where 

M= {min(lml,lnl), for mn>O, 
0, for mn<O, 

and E = 0 or 112 according as m and n are integers or half 
odd integers. This formula can be derived from the integral 
[seeEq. (7.12) of Ref. 11] 

ru - m + l)r(l12 + ip - n) 1 
= , 

r(l- n + l)r(l12 + ip - m) p2 + (I + 112)2 
(BS) 

(Re I> - 1I2,m ± n>O) with the aid ofEq. (A9). Bymak­
ing use of r -function identities, it is now straightforward to 
evaluate the integrals Y I and Y 2; we obtain 

Y _ r(mf/A. + 3/2) Qm/A cosh A. B6 
1- - r(mf/A. _ 112) 3/2,-1/2 ( r), ( ) 

and 

Y I r(mf/A. + 112) m/A A. 
2=Tr(mf/A.-1I2) Q3/2,1/2(cosh r). (B7) 

Let us now determine the limit A. ..... O of Q ;tA( cosh A.r). In 
order to do this it is convenient to perform an analytic con­
tinuation of the hypergeometric function in Eq. (B3). Using 
a formula 2.10(2) of Ref. 10 we obtain from Eq. (B3) 

Q I (z) = ru+ 1 +p,)r(v-p,) (z+ 1)(I'+v)/2(Z_1)(I'-v)/2 "'(/+ 1 +1l,_I+W 1 _ v +w 1 - Z) 
I'V 21 +I'r(l + 1 _ v) 2-'1 ,.. ,.., ,.., 2 

+ r(l; !~~}~~~~~p,) (z + 1)(I'+v)/2(z _I)(V-I')/2~{1 + 1 + v, _I + v;1 + v- p,; 1 ~ z). 

Now it is quite straightforward to establish the following 
relation for Q~v(z): 

lim Q;tA(coshA.r) 
A-O 

(B8) 

(B9) 

In deriving the last equality we used the definition of the 
modified Bessel functions [see Eqs. 7.2( 12) and 7,2( 13) of 
Ref. 12] 
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and 

Kv (z) = (11"/2 sin V1T) [I _ v (z) - Iv (z>], 

For the case p, = 0 or v = 0 Eq. (B9) reduces to the 
formula 7.8(4) of Ref. 12, since 

QI'(z) = e¥<fI" r(l + 1) QI (z) 
I r(l + 1 _ p,) pi.) 

=e¥<fI"r(1+I+p,) QI (z) 
r(1 + /) 01" 

which follows from (B3) and from the explicit expression 
for the associated Legendre functions of the second kind [see 
Eq. 3.2(37) ofRef.lO]. 
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APPENDIX C: PROOF OF ANTICOMMUTATIVITY OF THE LOBACHEVSKIAN DIRAC FIELDS 
In this appendix we show that the Lobachevskian Dirac fields anticommute as they should do. 
lt is not difficult to see that 

{'I'11)(S),'I'~2)(S')}= (2A3 
4 r r 2 1 AI2)2{[S(X(tS »(ZPY4+ m,+A/2)S-I(x(ts-lLw 

1T) JR + JS3 P + (m, + 
X [t,s] - 3/2 - ipht [t,s'] - 3/2+ ip/A. + [S(x(ts »(ZPY4 - m, - A 12)S -1(X(ts' »Lw 

X [t s] -3/2 + ip/A. [t S'] -3/2 - ip/A.} I r(2 + zplA) 12dP dn. 
, , r( 1/2 + zpl A) 

(C1) 

By arguments very similar to those used in arriving at (4.12) we can show that anticommutator (C1) may be written as 

{'I'(\)(£')'I'(2)(£,')}- U
3 

1 roo 1 I r(2+ipIA) 12{. [s{ ( » S-I( ( a-IT] ))] 
p. ~, v ~ -(21T)3 sinhArJo p2+(m,+A/2)2 r(l/2+ipIA) lp xT] Y4 x (a-IT])o p.v 

X r( - 1 + ipl A) p - I~ + iP/A.(cosh Ar) + (m + A 12) [S{X( 'I'l»S -I(X( a-IT] ))] 
r(zplA) 3/2. 112 , ./ (a-1T])o p.v 

X r( -1 +ipIA) p-1I2+ip/A.(coshAr) - (~-p)}d'P 
r(zpIA) 312.112 I" . , (C2) 

with notation as in Sec. IV. This expression vanishes because 
of symmetry relation (AW). Thus 

{'I'~)(s),'I'~j)(s')} = 0 (i,j= 1,2), for all s,s'EA4
• 

(We note that this condition is trivially fulfilled for i = j.) 
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The estimates on causality violating part of the wave function are given. The problem of 
acausal behavior of charge and current densities is discussed. 

I. INTRODUCTION 

It has been observed that there are some difficulties con­
cerning the notion of causality in relativistic quantum me­
chanics. Hegerfeld 1 proved a theorem that a particle at t = 0 
is localized with probability 1 in a finite volume of space 
immediately develops infinite "tails" irrespective of the par­
ticular notion of localization (cf. also Ref. 2). Later he ex­
tended his theorem to the case of states described by the 
wave functions with exponentially bounded tails at t = O. 
Rujisenaars4 proved that the amount of causality violation 
tends to zero as t -+ 00 • Moreover, he has shown that it would 
be extremely difficult to verify experimentally the violation 
of causality. While we are not completely convinced that the 
arguments of this kind provide a real solution of the prob­
lem, we want to concentrate here only on the mathematical 
aspects of the problem. Namely, we shall give very simple 
proofs oftwo theorems that characterize more precisely the 
acausal part of the wave function. For simplicity we restrict 
our attention to the one-dimensional case; the discussion of 
the generalization to three dimensions is given in the last 
section. 

To make the paper self-contained let us recall the es­
sence of the Newton-Wigner approach5 to the problem of 
particle localization. The particles of spin zero are described 
by the representation of the Poincare group corresponding 
to the J = 0 representation oflittle group. The invariant sca­
lar product reads 

(t/l,rfJ) = f ~P tf(p)rfJ(p), (1.1 ) 

with supports of t/l and rfJ concentrated on the hyperboloid 
p2 = m2

• By invoking some physically plausible assump­
tions, Wigner and Newton showed that the state vector de­
scribing the particle localized at the point x reads 

t/lx (p) = (21T) -3/2qe;p.x. (1.2) 

One can introduce the wave function corresponding to a giv­
en state vector rfJ by the standard formula 

1 f d 3 

¢(x)=(t/lxl rfJ) = (21T)3/2 poP q rfJ(p)e;p.x. (1.3) 

The scalar product can be now written as 

(1.4) 

Now, the probability that in the state rfJ the particle is local­
ized within the volume V (or, more precisely, that it is in the 
localized state described by x E V) reads 

( 1.5) 

Let us note that the notion oflocalized state is not covariant. 
Noting that Po is the generator of time translations one 

can introduce the time-dependent wave function 

- 1 f d 3
p r:JY . 'fI'x' 

rfJt(x) = (t/lxl rfJt) = (21T)3/2 7"P rfJ(p)eIJl"X-' , 

which is the solution to the Klein-Gordon equation. 
The wave function of the localized state is 

¢x(Y) = (t/lylt/lx) =8(3l(X_y), 

as it should be. 

( 1.6) 

( 1.7) 

Finally, let us note that one can consider the Fourier 
transform of the localized state 

f ~: qeip(X-Yl=( ~r/4H~~~(imr), r=lx-yl· 

( 1.8) 

Its shape reflects the standard wisdom that the relativistic 
particle can be localized only within a distance -11m. How­
ever, the above "wave function" is not to be interpreted as 
probability density. 

Now, let us fix some a> 0 and assume that at t = 0 the 
particle of mass m is localized within the interval ( - a,a). 
Therefore its state is described by a wave function! E L 2 (R) 
such that suppf C ( - a,a). We shall trace the time develop­
ment of this state: 

f,(x) = (U(t)f)(x). ( 1.9) 

Here U(t)=exp( - i~ -/1 + m2 .t) is the pseudodifferen­
tial operator of relativistic time evolution. The causal region 
at any t> 0 is defined to be the interval ( - a - t,a + t ). The 
natural measure of the amount of causality violation is given 
by the formula 

I(t)={ dxlf,(x)1 2
• (1.10) 

J1xl >a+ t 

We introduce the following notation: 

F~+l(A)=f,(X), A=x-a-t>O, 

F~-l(A)=f,(X), A= -x-a-t>O. ( 1.11) 

Now we can formulate our theorems. 
Theorem 1: (i) The functions Fl ± 'eA) are infinitely 

differentiable for A > 0 (modulo the set of vanishing mea­
sure). 
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(ii) For any Ao > ° there exists a constant C(Ao,j,t) such 
that for allA;;;'Ao, 

I Fl±l(A)I<C(Ao,j,t)e-m", (1.12) 

and for any natural k, 

lim t kC(Ao,j,t) = 0. (1.13 ) 

(iii) If /E C~(R), N;;;.3, then there exists a constant 
C( j,t) such that for A > 0, 

and 

I Fl±l(A)I<C(j,t)e-mA, (1.14) 

(iv) If/EL q(R), q;;;.2, then for A > 0, 

I Fl±l(A)I<C(j,q)A -I/q, 2<q<00, 

I Fl±l(A)I<C(f)llnAI, q=oo. 

(1.15) 

(1.16) 

The estimates given by Eq. (1.16) are the best possible for 
q = 00 and the best possible among the power estimates for 
2<q< 00. 

Theorem 2: (i) If/E C~(R), N;;;. 1, then 

lim t 2N
-

21(t) =0. ( 1.17) 

(ii) If/E L q(R), 2 <q< 00, then for any E> 0, 

(1.18) 

and this estimate is the best possible among the power esti­
mates. 

(iii) If/EL 2 (R), then 

lim 1(t) = 0, ( 1.19) 

but no j-independent estimate exists. 
'(iv) 1(t) < 1 and for any E > ° there exist such m > 0, 

a>O, t>O, and/EL 2 (R), suppfC(-a,a) that1(t»! 
-E. 

II. PROOFS OF THE THEOREMS 

If/E L 2(R), suppf C ( - a,a), then/E L i(R). There­
fore we can write6 

!. (x) = l.i.m. _1_ foo dp f( p)eiPX - iw( pll, (2.1) 
fFi - 00 

where 

f( p) = _1_ foo dx/(x)e- ipx, 
fFi - 00 

(2.2) 

and w( p) = ~p2 + m2. 
Moreover,f( p) is entire function and the following esti­

mate holds: 

I f( p) 1< Ceallmpl. (2.3a) 

For/E C~(R) the estimate may be improved to yield 

If(p)1 <Cneallmpl/(1 + Ipl)N. (2.3b) 

To prove both theorems we look for the more convenient 
representation of the wave function!. in the region Ixl 
> a + t. To this end let us note that w( p) is analytic on the 
complex plane with two cuts along the imaginary axis ~tart­
ing from ± im. Therefore, using the inequality (2.3b) we 
can for any /E CO'(R) deform the contour in Eq. (2.1) for 
Ixl > a + t as it is shown on Fig. 1. In this way we arrive at 
the following expressions for the wave function!. valid out­
side the causality region: 

x>a + t, (2.4a) 

x< -a- t. (2.4b) 

The above representation is valid for any /EL 2 (R), 
suppf C ( - a,a). This is easily seen by taking the sequence 

L' 
/n -+ j,/n E CO' (R), using the inequality (2.3a) and unitar-

ity of U(t). 
The corresponding expressions for Fl ± l(A) are 

Fl + l(A) = ~ioo dp[f(ip)e-pa] 
fFi m 

X [sh( ~p2 - m2t)e - pI] e - PA, (2.5a) 

Fl-l(A) =~f-m dp[fUp)~] 
fFi - 00 

(2.5b) 

Now we can prove our first theorem. (i) The statement 
follows at once from Eqs. (2.5) and the Lebesque theorem 
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because the functions in square brackets are bounded. 
(ii) From Eq. (2.5a) we get for A;;;'Ao> ° 
I Fl + l(A)I<_2_ e-m(A-A."l i

oo 
dp[!fUp)le- ap ] 

fFi m 

X [sh (~p2 - m2t)e- pl ]r PA", 

and ( 1.12) holds with 

C(Ao,j,t) =_2_ emA." i
oo 

dp[ If Up) le- ap ] 
fFi m 

X [sh(~p2 - m2t)e- PI ]e-PA.". 

Note that for any a> ° 
lim [ta sh(~p2 - m2t)e- PI ] = 0, 
1-00 

and 
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sup [ta she ~p2 - m2t)e- PI] <const. Xpa. (2.6) 
1>0 

Therefore (1.13) follows from the Lebesque convergence 
theorem. The above arguments apply also to F ~ - ) (A). 

(iii) Using the inequality (2.3b) we obtain (1.14) with 
[for F~ + )(A)], 

C(j,t) = 2CN r"" dp sh(~p2 - m
2
t)e-

PI 
, 

ffii Jm (1 + I pl)N 

and one has only to apply again (2.6) and the Lebesque 
theorem. 

(iv) IfjELq(R), q;;;.l, suppfC(-a,a), then by 
Holder inequality, 

li(p)1 =_1_1 fa dXj(x)e-iPXI 
ffii -a 

(2.7) 

Jmp 

Rep 

where C(q) is some constant depending on q only. Using -x.(-a..-t 
(2.7) and (2.5a) we get 

I F~+)(A)I<C(q)'lIjllq r"" dp e-
m

'I/2p-pJ.. 
ffii Jm i - I/q 

Estimating the integral on the right-hand side we get ( 1.16). 
To show that the estimates are the best possible we con- FIG. 1. The deformed contour. 

sider the function 

Thenforq>2,/q ELq-e(R) for any e>O and/q EL 2 (R), 

II/q Ib = 1. It is easy to check that for the corresponding 
functions F ~ + ) (A) we have 

IF~±)(A)I;;;.const ,<q<oo, {
A -I/q 2 

IlnA I, q = 00. 

This concludes the proof of the first theorem. 
To prove the second one let us note that we can write 

l(t) =I+(t) +L(t), 

where 

I+(t) = L"" dA I F~+)(A)12 

= L"" dA ["" dp ["" dp'e-(P+p')·J..-f(ip) 

X i(ip')sh(~p2 - m2·t)sh(~p'2 - m2·t) 

Xe-(p+p')(a+tJ, (2.9) 

and a similar formula is valid for 1_ (t). 
Let us assume thatjELq(R), q>2. Using Eq. (2.7) 

one easily checks that the order of integration may be 
changed. After integrating over A we arrive at the following 
expression: 
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(2.8) 

I +(t) = :P:P j(ip) ji-U ')sh( ~i - m2. t) L
OO Loo d d' - -

m m (p + p') :P 

xsh(~p'2 - m2·t)e- (P+P')(HI). (2.10) 

But p + p';;;.2.Jjijl so we have to estimate the integral 

r"" dp li(ip)le-(a+,),p'sh(~p2-m2.t) 
Jm .JP 

L
OO e-m'l12p 

<const dp . 
m p3/2 - I/q 

Using again the Lebesque convergence theorem and (2.6) 
we get for any e> 0, 

lim t 1/2 - I/q - e i OO 

dp I i(zp) Ish( ~p2 - m2. t) 
1-00 m .JP 

Xe- (a+ tJp = O. 

This gives Eq. (1.18) for 1+ (t), the same reasoning holds for 
1_ (t). To obtain (1.17) we repeat the above arguments tak­
ing into account the inequality (2.3b). To prove that the 
above estimate is the best possible we use the function given 
by Eq. (2.8) for which 

I(t) >const t - (\ - 2/q). 
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(iii) Equation (1.19) follows from (1.18) and the uni­
tarity of U(t). We prove that there exists no estimate of the 
form 

I(t) <.CC I )p(t), 

where p is the function independent of the choice of I and 
lim._ oo p(t) = 0. To this end we choose any such function 

p(t). Then there exists a sequence {tn}' tn -+ 00 and the 

function IE L 2(R), suppf c ( - a,a) such that 

(2.11) 

The proof goes as follows. We put q n == 2n/ (n - 1) and de­
note by In the corresponding function given by Eq. (2.8). If 
In (t) is the quantity I(t) calculated within as the initial 
wave function then it is straightforward to check that 

In (t»C(a,m)t - lin, (2.12) 

where C(a,m) is a constant not depending on n. For any 
sequence {bn} such that bn >0, l:n bn < 00 the function 
Ib ==l:n bn In belongstoL 2(R) andsuppf C ( - a,a). More­
over 

and because of the positivity of all/,,; 

I (t» CCa,m) ~ b 2 t -11". 

b (l:n b,,)2 ~ n 
(2.13 ) 

Our conclusion follows now from Eq. (2.13) and the follow­
inglemma. 

Lemma: For any positive function p such that p (t) -+ ° 
there exist the sequences {bn } and {tk } such that 

.- 00 

(i) bn>O, L bn < 00, 

" 

... . l:n b ~ t k- 11" 
(m) hm = 00. 

k-oo P(tk) 

Proololthe lemma: Let {tk }, tk -+ 00 be a sequence such 
k_ 00 

that p (t k ) <.1/ k 6; for any natural k we can choose a natural 
nk such that t ;:2nk<.2. Therefore, if we define 

t
o, for n#nk , 

b -
n - (11k 2)t ;:2n., for n = nk, 

then (i) bn >0, (ii) l:" bn = l:k (1/k 2)t ;:2". 
<.2 l:k (1/k 2) < 00, and 

~ b 2 lin,; b 2 t - link 
6.n n t k nk k k 2 ----> =. 

P(tk) 1/k b 

(iv) To prove that I(t) <A we assume first that 
IE CO' (R) and/(x) >0. It follows then from (2.2) that also 
j(ip) >0. From Eqs. (2.5) we get 
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(2.14 ) 

1 F~ - )(A) 1<._1_ ~ dpjUp)eP(a+J..). 
J21i ) - 00 

We can now rotate the integration contours back to real axis 
to obtain 

IF~+)(A)I<. -i ,00 dpj(p)eiP(A.+a) 
J21i Jo 

==-if+(A+a), (2.15) 

IF~-)(A)I<. -i ~ dpj(p)e-ip(A.+a) 
J21i J - 00 

== - if_(A + a). 

Obviously 

I(x) =I+(x) +1-( -x). (2.16) 

From the Plancherel theorem we have 

f:oo dxll+(x) 12 + f:oo dxll_( _x)1 2 

= loo dplj(p)1 2 + loo dplj(p)1 2 = 1. (2.17) 

But from Eq. (2.16) 

f: 00 dx/f+ (x) 12 + f: 00 dx/f_ ( - xW 

+ f:oo dx[I+(x)/_( -x) +1-( -x)/+(x)] = 1, 

and therefore 

f:oo dx[I+(x)/_( -x) +1-( -x)/+(x)] =0. 

Consequently, 

~e f--~ dxl+(x)/_( -x) + Re Loo dxl+(x)/_( -x) 

(2.18 ) 

Using again (2.16) we conclude that 1+ (x) = -1-( -x) 
for Ixl > a; Eq. (2.18) then takes the form 

100 

dxl/+(x)1 2 + f_-~ dxll_( -xW 

= Re f~a dxl+(x)/_( -x). (2.19) 

Our result follows now from Eqs. (2.15), (2.19), and the 
relations 

1= f:adXI/(X)12 

= f:a dxll+(x)1
2

+ f:a dxll_( -xW 

+2Re f:a dxl+(x)/_( -x), 

P. Kosil'lski and P. Maslanka 
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O<;J~a dxl/+(x) -1-( _x)1
2 

= f~a dxl/+(x)1
2 + f~a dxl/_( _x)1

2 

- 2 Re f~ a dxl+ (x)/_ ( - x). (2.21) 

Making use of the fact that U(t) is unitary and Co(R) is 
dense in L 2(R) we extend our result to any positive 
IE L 2 (R ). If I is an arbitrary real element of L 2 (R) then 

IF~+)(.1)I<;_I_ (00 dpgUp)e-(a+I+A.)p 
fi1i Jm 
xsh(~p2 - m2 ·t), 

with g(x) = I I(x) I and the same inequality holds for 
F ~ - ) (A). Finally, for any complexl the result follows from 
the fact that real (imaginary) part of I( ip) corresponds to 
real (imaginary) part of/(x). 

It remains only to prove that this estimate is the best 
possible. To this end we consider again the functions/q given 
by Eq. (2.8). It is straightforward to check that if am-+O, 
mt-+ 00, (am)(mt) -+0 (with a fixed, for simplicity) then 
IF~+)(.1)1 / ~+ (a+.1)1 pointwise; here/q+ is the 
function defined in Eq. (2.15) calculated for I = /q. There­
fore, from the Lebesque theorem it follows that 

1+(t)-+1°O d.1I/q+(.1+a)1 2
• (2.22) 

But it is easy to check by explicit calculations that 

l oo 1 
lim d.1 I/q+ (A + a)1 2 = -, 

q-2+ 0 4 
(2.23 ) 

(see the Appendix). Our result follows now from Eqs. 
(2.22) and (2.23). 

III. CONCLUSIONS 

We discussed above in some detail the properties of the 
acausal tail for the propagation of positive-frequency part of 
the solution to the Klein-Gordon equation. We restricted 
our considerations to the case of one space dimension but the 
generalization to three (and more) dimensions is quite 
straightforward. For fixed point x we rotate the axes in mo­
mentum space to make the (say) first axis parallel to x. The 
considerations of Sec. II can then be repeated with some 
minor changes. Therefore we could prove similar theorems 
for R 3

, for example if/ECo(R) then 1(t) tends to zero 
faster than t - N for any natural N (this result is implicit in 
the paper ofRuijsenaars4

). What is more important, the esti­
mate 1( t) <! holds true too. One can ask whether the result 
depends on the choice of the notion of localization. The de­
finition of coordinate operator given by Wigner and Newton 
seems to be the most reasonable one. However, the results of 
previous sections rely in fact only on the assumption that the 
momentum is the generator of space translations and the 
energy is positive. On the other hand one can skip the notion 
of position operator and consider the behavior of charge and 
current densities: 
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Ie (- at/J a~) p(x,t) =- t/J-- t/J- , 
2m at at 

. e (- at/J a~) ](x,t) = -. t/J- - t/J- , 
2ml ax ax 

where t/J(x,t) is the solution to the Klein-Gordon equation 
containing positive frequency part only. 

The formulas (2.4) are also valid in this case. Let us 
assume that p(x,t) andj(x,t) the causality principle is not 
violated, i.e., p(x,t) = 0 = j(x,t) for Ixl > a + t. Then it fol­
lows from the above equations that t/J(x,t) = Ct/J(x,t) for 
Ix I > a + t, I C I = 1. Therefore after a suitable redefinition 
we may assume that t/J(x,t) is purely imaginary for Ixl 

>a+t. UsingEq. (2.4) we conclude that ;PUp) =;P(ip) 
for IFI > m. Applying the Schwarz reflection principle to the 
function g(z) == ;PUz) and using the fact that ;P(z) is an en­
tire function we obtain 

(3.1 ) 

Therefore t/J(x,O) is a real function. Summarizing, the neces­
sary and sufficient condition for the wave function to de­
scribe the causal behavior of charge and current density is 
the following constraint for the initial wave function 

It is easy to understand this result. Using Eq. (3.1) we 
can write 

Re t/J(x,t) = -- dp;P( p)cos[w( p)t ]eipx. 1 Joo 
fi1i - 00 

The function cos [w (p ) . t] is an entire function and 
cos[w(p)t]<;constxexp{t·IImpl}. It follows then that 
Re t/J(x,t) behaves causally. Therefore 

p-Im t/J Re ip - Re t/J 1m ip, 
also behaves causally. 

It should be stressed that there is nothing mysterious in 
the noncausality discussed here (from the mathematical 
point of view). Usually we pick up the particular solution to 
the Klein-Gordon equation by imposing the initial value 
conditions on/(x,O) and al(x,t)lat 1/=0; here the second 
condition is replaced by demanding that only positive fre­
quency part contribute. This is highly nonlocal condition 
and as a result al(x,t)lat 1/= 0 does not have a compact sup­
port [its Fourier transform is - iw ( p )I( p), which is not an 
entire function] . 
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APPENDIX: THE VERIFICATION OF EQ. (2.23) 

We verify here Eq. (2.23). First, using Eqs. (2.2) and 
(2.8) we get 
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e-pa flip) = (q - 2)112 (2a)(2- q)/2q 
21Tq 

X f~ a dx(a - X) - IIqeP(x - a) 

= ei1T(\/q-l) (q - 2)112 (2a)(2- q)/2q pllq-l 
21Tq 

Xr(1 - lIq,2ap). 

The corresponding functionjq + (a + A) reads 

/q+(a+A)=-'- dpf(ip)e- p(a+).)=_'_e i1T(\/q-l)!1-=- (2a)(2- q)/2q dppllq-1r 1--,2ap e- P). . 100 

• (2)112 100 (1) 
.,[iii 0 21T q 0 q 

=_,_. ei1T(\/q-l)(q-2)1I2(2a)1I2 q ·2Fl(I,I;2-~;~). 
21T q (q-l)(2a+A) q 2a+A 

Therefore 

(At) 

We need only the divergent part of the last integral for q ..... 2. 
It comes from the divergence ofthe integrand for u:::: 1. But 

2FI ( 1,1;2- ~ ;u) 
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:::: r(2 - lIq) B ( 1 - ~,~) (1 - u) - I/q, 
"-1- r(1 - lIq) q q 

and inserting this expression into (At) we get Eq. (2.23). 
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The Batalin-Vilkovisky formalism is used to quantize covariantly a formulation of the 
superparticle with only first-class constraints. Towers of ghosts are found that split into ghosts­
for-ghosts and ghost gauge fields. Subsolutions to the master equation with spinor and bispinor 
ghosts contain terms cubic in antifields and lead to free gauge-fixed BRST-invariant actions. 
The final formulation with multispinor ghosts is nilpotent only on the classical shell. 

>1. INTRODUCTION 

Recently we proposed a supercovariant quantization of 
the superparticle1that led to a free gauge-fixed action.2 The 
methods we used were subsequently applied (with varying 
degrees of completeness) to the heterotic string3-7 and type 
II strings,8.9 as well as to further aspects of the superparti­
cle.lO.n All these papers applied the Batalin-Vilkovisky 
(BV) quantization procedure12 to a system with an infinite 
tower of ghosts-for-ghosts,13 with mixed first- and second­
class constraints,14 used a novel gauge condition that was 
consistent only on shell,2 and resulted in a gauge-fixed first­
quantized action that was free (up to interactions with a 
background lO). However, all of these papers suffer from a 
technical defeces.16 explained below, which has a rather se­
rious consequence: The final gauge-fixed action is not BRST 
invariant1s! (In Refs. 3 and 4 we found that the methods of 
Ref. 2 gave the correct conformal anomaly for the super­
string. It is tempting to conjecture that new methods can be 
found that will lead to the same action with some appropri­
ately modified BRST laws.) 

In this paper we attempt to solve this problem by using 
the alternate formulation of the superparticle that is free of 
second-class constraintsY·18 This formulation involves new 
symmetries, new gauge fields, and new infinite towers of 
ghosts-for-ghosts. 19 We find that the whole ghost-for-ghost 
sector splits into two parts: half the fields are ordinary ghost­
for-ghosts while the other half act as gauge fields for the 
former. We call the latter "ghost gauge fields." We consider 
a nested set of intermediate solutions to the master equation 
(S,S) = 0, with ever-increasing numbers of ghosts. Each of 
these intermediate solutions can be gauge-fixed by fixing all 
(physical and ghost) gauge fields. For the first time in the 
BV formalism, we have found the need for an S3 (S k denotes 
the part of S. with . k antifields), satisfying 
(SI,S2) + (SO,S3) = 0, but no higher Sk are needed. How­
ever, all non-gauge-fixed actions S contain additional gauge 
symmetries, and the most straightforward approach would 
seem to be to apply the BV formalism to all these local sym­
metries, leading to further ghost-for-ghosts and ghost gauge 
fields. We believe that all these intermediate theories lead to 
the wrong BRST cohomology (this point is under study). 

This has led us to consider the final model of this paper, in 
which all local symmetries are treated with the BV formal­
ism. We find towers of ghosts-for-ghosts Ci and 7]i ."i and 
ghost gauge fields (j) i and Ai, . .. in (where both i and i~ ;;;.0 and 
n;;;.2). The action for this model satisfies (SI,SI) = Omodu-
10 the So field equations, but we have not been able to inte­
grate this result by constructing an S2 satisfying 
(SI,SI) + 2(SO,S2) = O. It may be that further fields andlor 
fewer ghosts, not found from the most straightforward appli­
cation of the BV approach, are needed to obtain an S satisfy­
ing (S,S) = o. 

We begin by reviewing the results of Ref. 2 and explaining 
the defect. 15.16 The starting point in Ref. 2 was the supersym­
metric action 

(1.1 ) 

which is invariant under diffeomorphisms (S') and Ifsymme­
try: 

8() = IIf, 8g = t - 4iBK, 

8x = S'p - i()y 8(), 8p = O. ( 1.2) 

(We use the conventions of Ref. 10, where all fields have 
their spinor indices either up or down and no charge-conju­
gation matrix is ever needed.) 

The BV procedure 12 involves three steps: First, one finds 
the "minimal" solution Smin [l/J,l/J*] to the master equation 

1 SS a,s a1s 
T( , ) = al/JA al/J A * = 0, ( 1.3) 

where the l/JA are all physical fields, ghosts, and ghosts-for­
ghosts, and the l/J A * are the corresponding antifields. In Ref. 
2 this minimal solution was 

S~in = (x - iBy()p - 2-gp2 +x*(pX + i()YPC1) 
2 

+ g*(X + 4iBc1) + 2iX*(ctic1) 

- i~O C, .. PCi+ I + 2g*[ ix*(C1YC I - (JYC2) 

+ i~O Ci*Ci+2 - 4iX*C1C2]. (1.4) 
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where Co * = () *, and the K ghost is - c 1 [we redefined 
ci = ( - )iC; as compared to Ref. 2]. Next, one adds "non­
minimal" terms that trivially satisfy the master equation and 
contain the Nakanishi-Lautrup auxiliary fields as well as the 
(antifields of the) antighosts. In Ref. 2 this nonminimal 
term was 

A 00 k 

Snonmin = X*11's + L L c/*11'/. 
k= 1/= 1 

( 1.5) 

Finally, one introduces the gauge-fixing fermion '1', and re­
places all antifields ¢J A *, nonminimal as well as minimal, by 
iJ'I'/a¢JA. In Ref. 2 the gauge-fixing fermion was 

A 00 00 

( 1) . ~ ~ k+I+1 =X g- -1 ~ ~ Ck + 21 + 1 
k=O 1=0 

( 
. I' 1+ I) X C k + 21 - C k + 2/ + 2 • ( 1.6) 

At this point, there is already a clear problem which is 
essentially the problem discussed in Ref. 16: 'I' is not a good 
gauge-fixing fermion, as it has a gauge invariance 

8CkO=0, 8Ckl=Ek_2/, Em =0, for m<O, (1.7) 

which S.." inherits after the antifields are eliminated. (This is 
the origin of the residual gauge invariance discovered in Ref. 
16.) In Ref. 2 this problem was "avoided" by a singular field 
redefinition that effectively fixed this gauge invariance at the 
expense of BRST invariance of the final action. I~ One may 
attempt to modify 'I' (and/or Snonmin) to avoid this gauge 
invariance. For example, one could consider 

( 1.8) 

which has no gauge invariance of its own. However, this does 
not solve the problem: Basically, after gauge fixing we find 
terms of the form 11'(: for all ghosts except c;. For the super­
particle this leads to a strange new gauge invariance of the 
effective action, whereas for the superstring it becomes im­
possible to remove the nonlinear terms in the action by var­
ious redefinitions. In both cases it appears that we would 
need to introduce a term 

( 1.9) 

into Snonmin . Indeed, in Ref. 7 such a term appears. However, 
Ci is a minimal field, and hence this clearly violates the mas­
ter equation (and thus ultimately BRST invariance of the 
final action). Nevertheless, this is a suggestive idea because, 
as we shall see, the first-class superparticle has an analogous 
term in the minimal sector. (An alternate proposal, based on 
a "second round" ofBV quantization to fix the residual sym­
metries, is discussed in Ref. 20. The results seem closely re­
lated.) 

The first-class superparticle l7
,18 is a modification of the 

original that is free of second-class constraints. The classical 
action is 

1762 

So = SOl + S02, 

So J = xp - iiJp() - !gp2 + iiJd - if/!pd, 

S02 = il,dJ..d, J.. T = - J.., 
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( 1.10) 

( 1.11) 

(1.12) 

and leads to the field equations 

gp = x - iiJr() - it/lrd, 

P = 0, p2 = 0, pd = 0, 

d = 2piJ, iJ = pf/! - ilAd, d ® d = 0. 0.13) 

The terms additional to (1.1) are manifestly supersymme­
tric, due in particular to the invariance of d (upon quantiza­
tion, the usual supersymmetry covariant spinor derivative). 
(Note that d plays the role of 11'00, as discussed above.) The 
superparticle with the action So J (see Ref. 21 ) is free of sec­
ond-class constraints; the extra constraint imposed by So 2 is 
needed only to give an irreducible multiplet of states for 
D> 4 (or N> 1). In general, the arbitrary antisymmetric 
bispinor A. always contains a three-form piece y"bc A.abc ' 

which constrains the multiplet to have superspin 0. (For 
N = 1 and D = 3 or 10, this is all of A..) When applicable, it 
also includes a term O'INT Y' A.1NT,a constraining the multiplet 
to superisospin 0. Sometimes A. has further terms beyond 
A.abc and A.1NT•a , whose constraints are redundant, as follows 
from the analysis of Ref. 22. We include these redundant 
constraints here, and work with the bispinor A. af3, to simplify 
the analysis and allow treatment of all D and N simulta­
neously. 

This action has a large number of symmetries: So J by itself 
is invariant under the usual diffeomorphisms 

8sx=sp, 8sg=t, 8s (rest) =0, (1.14) 

and K symmetry, 

8K () = PK, 8K g = 4iKiJ, 8K f/! = if, 8K (rest) = 0, 

as well as two new symmetries: 

8", f/! = - P(J), 8",g = 2i(J)d, 8", (rest) = 0, 

8a f/! = ad, 8a (rest) = 0. 

( 1.15) 

( 1.16) 

(1.17) 

The a symmetry is redundant in the sense of Ref. 11 (it can 
be generated by a nonlocal (J) symmetry). The (J) symmetry, 
however, plays a crucial role. Adding S~, we find that the 
total So has additional symmetries. The symmetry generated 
by the constraint to which S ~ leads is 

8",() = - ii1Jd, 8",x = - id1Jr(), 8",d = iiP1Jd, 

8",g= -~f/!1Jd, 8",A=iJ+i!(AP1J-1JPA), (1.18) 

8", (rest) = 0, 

where also 'TIT = - 1J. 
There are two further symmetries for So J + S02: 

8Af/! = Ad, 8AA. = 8i(A Tp - pAl, 8A (rest) = 0, 

8x A. afl = - xaflrd,y, 8(rest) = 0, ( 1.19) 

whereAafl is a bispinor with no symmetry, andX af3r is anti­
symmetric in ap while its cyclic part in aPr vanishes. The A 
symmetry includes the a symmetry as a special case (the 
identity matrix). We shall return to these symmetries in Sec. 
IV and consider for now only the S, K, and 'TI symmetries, 
which close among themselves. 
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II. SOLUTIONS WITHOUT BISPINORS OR MUL TISPINORS 
The algebra of the K and 11 symmetries is 

(2.1 ) 

(We define [ab] = ab - ba.) The ghosts for S, K, and 11 symmetries are denoted by X, - C I' and 11, respectively. 
Applying the BV procedure, we find the action that takes care of the S, K, and 11 symmetries by solving 

(S~ ,S~) + 2(So,S~) = 0: 

SIO = x* [PX + i(dy + OYP)c l + !d1lYO] + 0 * [ - pc, + i!1Id ] + g* ['i + 4iOc I + 1¢1Jd] + 1/1* [ - cd + d * [i-1P1Id ] 

+ 0- * [i] + i!(AP1I - 1IPA)] + X* [2icJc, + !d1lCd + iA1I* [1IP1I], (2.2) 

Szo = 2ig*x*clycl - iAx*A * (1IY1I) , 

where we normalize (A aP .Ar6 *) = a[r aa6 ]P and A *i] stands 
for AaP *i]ap with unrestricted summation over a,p. We 
gauge-fix this system by 

A 

Snonmin = X*11';- + CI *11'1 + r,*11'"" 
A 

'II = X(g - 1) - cll/l + !r,A. (2.3) 

Note that (in contrast to Ref. 2) we have no need for a 
"pyramid" of ghosts. We find, for the antifields, 

X* = g - 1, g* = X, Cl* = -1/1, 1/1* = - Cl, 
(2.4) 

r,* = A, A * = r" rest = 0, (2.5) 

which gives the gauge-fixed action 

Sq, = XP - iOpO - !gpz + iOd - il/lpd + -h,dAd 

+ X(X + 4iOc I + !¢1Jd ) + c,c, 

+ !r, [i] + i!(AP1I - 1IPA) ] 

+ (g-1)11's -1/I1T, +A11'",. 

Introducing the shifted variables 

iTs = 11';- - WZ
, iT l = 11'1 + ipd + U'1Id, 

iT "I = 11'", + -h,d ® d - i! (P1Ir, + r,1IP) , 

d=d- 4xcl-PO, 

and dropping the tildes, we find 

S'I' = xp - WZ + iOd + XX + CIC I + !r,i] 

+ (g - 1)11';- + A11'7J -1/I1T,. 

(2.6) 

(2.7) 

(2.8) 

I 
This is clearly a fully gauge-fixed action. However, we be­
lieve that its cohomology is wrong and therefore we proceed. 

The next simplest case takes the ghost Wo into account. In 
S, there are two new terms coming from (1.16), 

SI' = - g*2idwo -I/I*pwo, (2.9) 

while there are no new terms in Sz. Hence 
SI=SIO+SI" Sz=Szo, and (S,S) =0. Adding a term 
Cz *11'z to the nonminimal action, and a term czwo to the gauge 
fermion, the final quantum action reads 

(2.10) 

and, shifting WO, we recover the free gauge-fixed BRST-in­
variant action S'I' = Sq, [in (2.8)] + W011'z. It is, however, 
independent of the antighost cz. This is a signal that this 
system has ghosts-for-ghosts. On shell, the transformations 
(1.14)-(1.16) and (1.18) are inert under 

8K = PKz' 8w = Kz + pWp 8s = - 2iKzd, 811 = O. 
(2.11 ) 

We see the beginning of two towers of ghosts emerging: the 
usual K-symmetry tower Co and a second tower of ghost 
gauge fields Wi' From (2.11) we see that we should add 

SIZ = - cl*pCZ + wo*(c2 + pwl) - 2iX*czd. (2.12) 

This also leads to new terms in Sz. Proceeding, we find the 
final answer for this case to be 

SI = x* [PX + i(dy + OyP)c, + Ad1lYO] + iAO *1Id + g* [X + 4iOc, + !¢1Jd - 2idwo] + d * [i-1P1Id ] 

+!A * [i] + i!(AP1I - 1IPA}] + X* [2icJc l + !d1lcl + 2idcz] + i!1I* [1IP1I] - c;*pci +, + Wi _ I * [ci + I + pw;], 

Sz = 2g*[ix*(clycl - Oycz} - 4iX*clcz + c;*ci + Z + Wi-I *wi+ I] (2.13) 

- x*[ Wi-I *YCi + 2 + iAA * (1IY1I) ] - 2X*Wi_1 *ci + 3' 

where co* = 0 *, W -I * = -1/1*, and all sums over i run from 0 to infinity. [The last term in S2 is needed to ensure 
(SI,S2) = (S2,s2) = 0.] 

The gauge fixing is very similar to that of the first model, except that we now also have to fix the Ci and Wi symmetries. The 
nonminimal action contains an additional term ~i"= 2 C; *11'; and the gauge fermion contains the extra term ~;: 0 C; + 2 W;. The 
antifields W; * become ci + 2' and c; * becomes Wi _ 2' for i >2. The gauge-fixed action is given by 
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A "" 

S", = S", [in (2.6)] - 2iXdwo + L cj+ IPWj 
i=O 

+ .f CiCi + 2X .f CjWj + .f Wj1Tj + 2· (2.14 ) 
j=2 j= I j=O 

Introducing the same shifts as in (2.7), and further 
A 

ii'2 = 1T2 - 2iX(d + p() + PC I , 

ii'j+ I = 1Tj+ I - lej-IX - ( - )ipcj U> 1), (2.15) 

and dropping tildes, we finally obtain 

S", = xp - p2 + iOd + XX + .f CjCj + .lfJiJ 
j=1 2 

"" 
+ (g-I) 1Ts- + L W j _ l 1Tj + 1 +A1T'1' (2.16) 

j=O 

This is clearly again a fully gauge-fixed action, but once 
more we believe that its cohomology is wrong. 

III. THE SUPERPARTICLE WITH TOWERS OF 
BISPINOR GHOSTS 

In Sec. II we considered two simple solutions that are 
building blocks for our final formulation and that both satis­
fy (S,S) = 0: (i) solution I without any towers of ghosts, 
which takes only the ghosts Cl> X, and 7J for the classical 
symmetries K, S, and 7J into account; and (ii) solution II with 
a tower of spinorial ghosts-for-ghosts Ci (co == () and a corre­
sponding tower of ghost gauge fields W j (w _ I == - 1/1), 
which takes the classical W==Wo symmetry and its descen­
dants Wj into account, but not yet the classical A and X sym­
metries. Solution II clearly contains solution I. 

In this section we will extend solution II and take the A 
symmetry and its descendants into account. We obtain two 
new towers of ghost fields which will tum out to be bispinors. 
In Sec. IV we take the X symmetry into account and obtain 
further towers of multispinors. The model with bispinor 
ghosts is completely solved in this section. We present an 
action S satisfying (S,S) = 0 and construct the correspond­
ing quantum action by fixing all gauge and ghost gauge 
fields. Despite the fact that all fields in the quantum action 
have propagators, this solution cannot be considered a cor­
rect quantization of the superparticle since we did not take 
the X symmetry into account; presumably, the cohomology 
of this model is wrong. As a building block for our final 
formulation, however, it is very useful. A new aspect of this 
solution is the occurrence of terms in S with three antifields, 
denoted by S3' We first deduce by general arguments the 
structure of the terms in SI' and then fix the few free con­
stants by evaluating (SI,SI) in a few easy sectors. These gen­
eral arguments are based partly on the symmetry structure 
of the bispinors and partly on analogies between the spinor 
ghosts and the bispinor ghosts. Having fixed SI' we then 
determine S2 from (SI,S2) + 2(SO,S2) = O. Terms without 
any classical antifields in S2 are not found by this procedure, 
but follow from the requirement that (SI,S2) = 0 on the So 
shell. However, (SI,S2) does not vanish by itself, but con­
tains terms proportional to the So field equations, and in this 
way we find S3' 

Since the solutions in Sec. II were rather simple, we did 
not elaborate on their formal structure. However, for the 
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bispinor ghosts complications arise concerning the (anti) 
symmetry of their indices, and hence we first go back to the 
Wj and Cj towers and discuss their index structure. Defining () 
to have a contravariant spinor index, () = () a, it follows from 
the terms in the classical action So and the transformation 
rules l>1/1-k - PWo, l>w j -Cj + 2 + PWj + I + "', and 
&j - - pCj + I + ... that the spinor index structure is as fol­
lows: 

C~j; c2j + I,a; da; W~I; w2j + I,a; A ap; 7Jap. 
(3.1 ) 

It follows that the classical gauge parameter A has mixed 
spinor indices, for example, l>1/1a = AaPdp. At this point, one 
could decide to introduce only the ghost corresponding to 
AaP, denoted again by AaP. Its transformation rule follows 
from the classical gauge algebra 

A 

[l>(7J),l>(A)] =l>(A = -i!A7J), [l>(A),l>(rest)] =0. 
(3.2) 

It is then straightforward to verify that the only new terms 
to be added to the action of model II in ( 1.28) are as follows: 

aS I = - 1/1*Ad - 8iA *(pA) + i;\A * (Ap7J) , 

(3.3 ) 

[We recall that expressions like A * (Ap7J) stand for 
~a,pAaP·(Ap7J)pa with unrestricted summation over a,/3. 
Since A * is antisymmetric while A * has no symmetry, the 
corresponding transformation law for A in (1.19) contains 
an extra factor 2 w.r.t. l>SI'] 

The resulting model satisfies (S,S) = O. Choosing the 
gauge fermion and nonminimal action as an extension of 
(2.3) and the addition below (2.13), 

A "" 

S _ * ~ A * A* A * 
nonmin - X 1TS- + ~ Cj 1Tj + 7J 1T'1 + TJA 1TA , 

j=1 

we find that 

S", = S'" [in (2.14)] + A-dependent terms 

from il.S1 and il.S2 +A1TA' (3.5) 

Clearly, a shift of 1TA leads to S'" = S'" [in (2.14)] + Aii' A' 

which is independent of fJA' and hence, as for (2.10), we 
need ghosts-for-ghosts. 

Comparing the BRST transformation laws of solution II, 

l>A - ( - A Tp + pA) + iJ + ... , l>7J - ... , 

l>1/1-pwo + CI , &i -pcj + I' (3.6) 

one is led to expect that A and A actually form the beginning 
of an infinite tower of gauge ghost fields, and that 7J is the tip 
of a corresponding tower of ghosts-for-ghosts. The simplest 
case would be the following generic set of BRST rules: 

l>cj -pcj + I' l>w j -pwj+ I + cj+ I' 

l>7Jj-p'TJj+I' l>Aj-PA,+1 +iJj· (3.7) 

Indeed, these are "symmetries of symmetries." However, 
since A ==Ao is antisymmetric, it transforms not as l>Ao - PA I 
but rather as l>Ao-PA I - A ip. This raises the possibility 
that, in general, one has l>A j - PA j + I + pj + IP. Since the Aj 
with mixed spinor indices cannot have symmetry properties, 
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the corresponding Ai + I and f-li + I could be independent 
fields, and thus lead to further symmetries. Since P converts 
upper (lower) indices into lower (upper) indices, this im­
plies that in the Ai + I series the first index is alternatingly up 
or down as i increases, whereas for f-li + I this holds for the 
second index. However, bothpAi + I andf-li+ Ipappearin the 
variation of the same field Ai' and if we want to keep the 
correlation between the even-or-odd i indices and the up-or­
down spinor indices found in the Ci and Wi series, there is no 
alternative but to introduce pairs of ij indices. To be clear, we 
give a few examples: 

..1.= (..1.00 )aP,(AoI)ap,(AIO)aP,(All)aP' 

(3.8) 

The index structure of Aij and 1]ij leads us to consider the 
following set of generic transformation rules: 

t5Aij -iJij + AiJ+ IP + PAi+ IJ + AIOP1]Oj + 1]IOPAOj ' 

t51]ij -1]iJ + IP + P1]i + IJ + 1]IOP1]or (3.9) 

The last two terms in 15..1. ij and the last term in 151] ij are new 
and are needed to satisfy (S,S) = o. We can understand why 
they arise as follows. For 15..1.00 these terms are required by 
classical gauge in variance of the action. This leads us to con­
sider general terms like A mnP1] pq (since P has indices as in paP 
or P a(J' it must be contracted with indices on A and 1] that are 
both up or both down). However, conservation of ghost 
number and symmetries of the A and 1] fields (to be dis­
cussed) suggest that we restrict ourselves to terms with 
n=p=O. 

As mentioned at the beginning of this section, the classical 
A symmetry is given by t5t/J-Ad, t5A-pA - A Tp , and theA 
ghost transforms as I>A -Ap1]. IdentifyingpA with PAlO' we 
extend these terms to the wand A towers. The term 158 -1]d 
leads similarly to new 1]d terms in the C tower. (The field dis 
not the beginning of another tower; rather, d may be identi­
fied with W _ 2 *.) In this way, we arrive at the following set of 
generic transformation rules: 

&i -pci + I + 1] lO d, 

I>Wi-Ci+2 +PWi+ 1 +Ai+ 2.od, 

l>1]ij -1]iJ+ IP + P1]i+ iJ + 1]IOP1]Oj' 

I>Aij -iJij + AiJ+ 1P + PA i+ IJ + A IOP1]Oj +1]IOPAoj' 
(3.10) 

The coefficients of these terms must now be determined; 
they may be ij dependent and should follow from 
(SI,SI) = 0 on the So shell. Before tackling this problem we 
must deal with another important issue, the symmetries of 
Aij and 1]ij' To illustrate the general procedure to determine 
the symmetries of "Iij and Aij' we perform a minicalculation 
in a simplified example. Assume that, to linear order in 
fields, 

t51]00 = 1]OIP + P1]1O + "', 
t51]01 = 1]02i - P1]1I + "', 
151],0 = a l 1]IIP + P1]20 + .... 

(3.11 ) 

All coefficients in this simplified example have been made 
equal to ± 1 by scaling of 1]01> 1]10' and 1]11 to reflect the 
actual case, except the coefficient al> which cannot be freely 
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chosen, since it stands in front of a field ( 1] II) that did appear 
before. Since 1]00 is antisymmetric. 1]io = - 1]01' where the 
transformation symbol T indicates transposition in spinor 
space. Therefore, also l>1]fo = - t51]01' and one finds 

(3.12) 

Requiring that (S,S) = 0 implies for 1]00 that 15(151]00) = 0 
modulo So field equations. Since 

15(151]00) = 1]oui - P1]IIP + aJ1]IlP + p21]20' (3.13) 

it follows that a l = + 1. Hence 1]11 is symmetric. At the 
next level we have 

151]20 = 1]2J + P1]30 + "', 
151]02 = 1]0~ + P1]12 + "', (3.14 ) 

t51]11 = a 21]12i + a~1]21 + .... 
We find, from nilpotency at the previous level, 

t51>1]01 = 1]OJp2 + P1]l2i - a2i1]l2i - a31i 1]2l> 

M1]1O = (a21]1'1fJ2 + a~1]2J) + (P1]2J + p21]30)' 
(3.15) 

Clearly, a 2 = + 1 and a 3 = - 1. 
From the symmetry properties at this level, 1]fo = - 1]02 

and 1]i1 = 1]11. we then find the symmetry properties at the 
next level. 

1]"ft = -1]12' 1][0 = -1]03' 1]i2 = -1]21' (3.16) 

Continuing in this way we find the following symmetry 
properties of 1] ij : 

T ij 3 1] ij = - ( - ) 1]ji' ( .17 ) 

Since t5Aij contains a term iJij' Aij also has this symmetry: 

A ~ = - ( - )ijAjj • (3.18) 

Using these symmetry properties, we can now correlate 
various coefficients in the transformation rules. For exam­
ple, from 

t51]ij ={J~1]iJ+IP+{J~P1]i+IJ + "', (3.19) 

we obtain 

{J 2 {JI j {JI _{J2 i 3 0 ij = ji ( - ) , ij - ji ( - ) . ( .2 ) 

In this way we arrive at the following transforma-
tion rules for 1] and A: 

t51]ij = - (1]iJ + IP + ( - )ip1]i + IJ) + {J t1]IOP1]Oj' 

t5Aij = {JtiJij +(AiJ+IP+ (- )ipAi + l ) (3.21) 

+ {Jt(A iOP1]oj - (- )j1]IOPAOj )' 

We shall now fix the coefficients {J t, {J t, and (J ~ by requir­
ing that the 1]ij * and Aij * terms in (SI,SI) vanish modulo the 
So field equations. Since the variation of, for example, ..1.10 in 
AIOP1]Oj is obtained by first moving AIO to the right, then re­
placing it by I>AIO = (A IO *, SI)' which has opposite statistics 
fromA iO , and then moving this t5AIO back to its original posi­
tion, one picks up in this process the fermion number of 1]Oj' 
These fermion numbers F can be deduced from the transfor­
mation laws, and are given by 

F(c i ) = (- )i+ t, F(w i ) = (_ )i, 
(3.22) 
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We are now ready to evaluate OOAij and 001]ij' From the iJp 
terms in OOAij we learn that 

{3t+ I = {3t = {3i+ Ij = {34 = const. (3.23) 

(More precisely, only the symmetric part of {3t appears in 
SI' and this part is ij independent.) Next we evaluate all1]ij * 
terms in (SI,SI)' and find 

P 3 ;t13 P 3 4 ij = ( - hJ , = const. (3.2 ) 

[Again only jJ~={3~ + (- )i+i{3Ji appears in the action, 
and one finds that jJ ~ = Pi ( - )i. Using the freedom to re­
define 1].0' we arrive then atjJ~ = ( - )ip 3.] TheAij* terms 
in (SI,SI) vanish modulo the So field equations provided the 
following conditions hold. From the A *1]iJ terms we learn 
that 

(3.25 ) 

and these two relations are compatible. We can always rede­
fine 1]ij + I w.r.t. 1]ij such that P t is an ij-independent con­
stant, and find then that BRST nilpotency (which requires 
that P tP 1i + I be symmetric in ij) is satisfied. For later use 
we note that the scale of 1].0 is still left free at this point. 
Similar steps can be performed for 0 Aij' The rest of the A * 
terms vanish provided 

P ~ = p 5 = const, p~ = ( - )ip5. (3.26) 

Hence at this point all OAij and 01]ij terms are fixed up to 
overall constants p4 and p5. 

Next we analyze the oWi and Oci laws. Using the freedom 
one has in redefining fields at higher levels, we may start 
from 

Oci = -PCi+1 +P?1].od, 

oWi = pwi+ I + {3;Ci+2 + {3~Ai+2,od. (3,27) 

Since the d transformation rule is known from solution II, 

od = i~1]ood, (3.28) 

we expect to find definite values for (some of) the constants. 
From oOc i = 0 we find 

P? = P 6 = const, P 3 = i14. (3.29) 

From the Wi* sector we then find thatp S = ;P 4/4; 
{3:; = i14, {3 i = P 7 = const, P ~ = P 8 = const, 
p 6p 7 =p8p4.Hencewehaveatthismomentonlythreefree 
constants left: p 6, {3 7, and p 8 in the Oc i and ow ilaws. 

Finally, we fix the remaining constants by requiringnilpo­
tency also in other sectors. Using the g* terms in SI' 

(3.30) 

we find {37 = I from the c2 terms and p 6 = fl8 from Oc I in 
the x* sector. Only the product p 8 {3 4 is fixed, because chang­
ing the scale of Aij only affects the iJ terms in OA and the A 
term in ow. We choose {34 = 1. 

The final result for SI reads 

SI =x* [PX + j(dy + OYP)c I + id1]ooY(}] + d* [i!P1]ood 1 + g* [x + 4j{)c I + ~VnJood - 2jdwo ] 

+ 1'* [2fcJc l + !d1]ooCl + 2fdcz] + Wi_l* [ci+ I + PWi + iiAi+ I,od] + Ci* [ - pci+ I + ii1liod ] 

+ !Aij*[iJij + (Aij+ IP + PAi+ Ij( - )1) + i!(A.oP1]Oi -1].oPAOi ( - )1)] 

+ !1]ij * [ - (1]ij+ IP + P1]i + Ij ( - )1) + i11].oP1]Oi ( - )i], (3.31) 

where all sums over j andj run from 0 to infinity. The factors 
! in front of the A ij * and 1] ij * terms account for the fact that in 

. lik 1 *. _1aP.· . fi ld 1aP. expresslOns e /Lij 1]ij =/L ij 1]ij,ap a gtven e /L ij ap-
pears twice because of its symmetry A 't/ = ( - ) i + i A f;. 
(The same factor of! is needed when not both indices are 
up.) In a nonredundant but noncovariant notation, these 
factors! would be absent, but we prefer to work with unres­
tricted summations in order to maintain covariance. 

Having found an expression for SI satisfying 
~ (S I,SI) = 0 modulo the So field equations, we go back to the 
calculations of (SI,SI) and collect the terms in the matrix 
MABin 

This leads then to S~ = k4> A * M AB4>B *, where k = 1 in all 
cases except when both 4> A * and 4> B * correspond to classical 

I 

I 
antifields, in which case one needs k = ! to avoid overcount-
ing in ~(SI,SI) + (S2'SO) = O. [Since such terms should oc­
cur twice in (SI,SI) this constitutes a useful check on the 
algebra.] Terms without any classical antifieds are not found 
in this way, as already noted. At the lowest level we find 
variations of the form 

(ci*1].o +Wi_I*Ai+I,O)pd, (3.32) 

and we extend them to the 1] and A towers as follows: 

Sit) = (- )iici*1]ij+ IWi-l* - -hWi_I*Ai+ Ij+ IWi - I*, 
(3.33) 

Note the extra factor ~ in the second term. The correctness of 
this extension must follow from the (SI,S2) analysis. Simi­
larly we extend the X*1]t/J* terms and the Aoo*X*1] and 
Aoo *1'*1]1] terms found in solution II. The final result for S2 
found in this way and satisfying (SI,S2) = 0 modulo the So 
field equations reads 

S2 = 2g*{ix*(C1YC1 - Oyc2 ) - 4iX*c1cZ + Ci *Ci+ 2 + W;_I*(Wi+ I + i11];+ 1,0t/J) 

+ i!d *1]lod + Aij * [Aij+ 2 -!( - )i(A il 1]oi + A.o 1] Ii )] + 1]ij* (1]ij+ 2 + i!1]i11]Oi)} 

- x* [ Wi _ I *YCi + 2 - jAwi - I *1]i + 1,0 yO + Aij * ( - )i( Y1]i + Ij + ii1].o Y1]oi) ] 

-2X*[Wi_I*Ci+3 +i!( - )iCI1]0,i+IWi_I*+Aij*(1]ij+2 -!'TJ.o'TJli)] 

-!wi_ I *1]i+ 1,0Pd * + ~( - )ic; *1]ij+ I wj _ I * - -h,Wi - I *Ai + IJ+ I wi - I *. (3.34) 
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Having obtained S2 satisfying (SI,s2) = ° modulo the So 
field equations, we next collect all terms in (SI,S2) that are 
proportional to the So field equations. We do find such 
terms, but only in theg*d *,g*w;*, d * W; sectors. Theclassi­
cal field equations with a time derivative involve only p, x, {), 
and d and can only come from terms in SI with a a fUr. In 

a,sl al S2 a,S2 al SI 
(SI,s2) = afJA afJA * + iJf/I ihPA * ' 

(3.35) 

we need then only consider 

fJA = {x,c;,1Jij} and tPA* = {g*,w;*,A.ij*}. (3.36) 

However, g* may be dropped as S2 is g independent, and the 
only time derivatives of classical fields that remain are {) in 
the g*w; * sector. This yields a g*d *w; * term in S3' 

The So field equations without time derivative are p2, pd, 
and dd. Since none of these expressions is present in the field 
equations with a time derivative, we may directly collect all 
terms in (SI,S2) bilinear inp, and d's, and try to integrate 
them toS3. Of course, since we already found ag*d *w; * term 
in S3 we should find at this point a p2 term in the d * W; * sector 
of (SI,S2) and also apd term in theg*d * sector. We indeed 
find these terms. The S3 we find is given by 

S3=~( - );g*w;_I*1J;+I,ld*. (3.37) 

We now complete the determination of S3' First of all, 
(S2,s3) = ° and (S3,S3) = 0. The latter is obvious, but also 
(S2,S3) vanishes since one always produces two g*'s. Next, 
we consider the classical field equations in 
(SI,S3) + !(S2,S2)' The field equations with time deriva­
tives are absent for the following reasons. We may omit the 
term (S2,s2) from consideration, as it contains no a fat'. Re­
peating the discussion below (3.35) but now with S2 re­
placed by S3' weseethat~A = {X,C;,1Jij} does not contribute, 
since S3 does not contain their antifields. Analogously, the 
tP A * = {g*,w; * ,A. ij *} do not contribute since the correspond­
ing fields are absent from S3' Finally we consider the classi­
cal field equations without time derivatives, p2, pd, and dd. 
The term (S2,S2) cannot produce such terms, as the part of 
S2 linear in p and d is given by 

S2 = i~*d *1JlOd - !w;_ I *1J;+ I.opd * + '" . (3.38) 

Clearly, (S2,s2) containsnop2,pd, ordd terms. InS3 we find 
no p or d; hence we need p2 or pd or dd terms in SI' The only 
such term in SI is SI = ld *p1Jood and since S3 contains no d 
fields, also (SI,S3) cannot produce these field equations. 
Thus (3.37) is our final S3' 

As a final check on our results for the bispinor model, we 
make a dimensional analysis. If we assign dimensions as 

dim(x,p,O,d) = 0, dim(x*,p*,O*,d·) = I, 
dim(g,w;,A.ij) = 1, dim(g*,wr,A.:) =0, 

dim(X,c;o1Jij) = 0, dim(X*,c/,1Jij*) = 1, 

dim(!) = 1, (3.39) 

then one could in principle have any Sk' This is different 
from the Green-Schwarz superparticle, where we found that 
only g* had dimension zero, which explained the absence of 
Sk' for k;;.3. However, ghost number conservation and 
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spinor contractions restrict the possibilities further, and we 
have found no Sk with k;;.4. 

To obtain the gauge-fixed action we choose 
00 00 

S _ A* '" A * ~ A • 
nonmin - X 'ITs + ~ C; 'IT; + ~ 1Jij 'lTij, 

;= I ;j=O 

00 1 00 

'I' = X(g - 1) + L C;+ I W;_ I + - L fJijAij' 
;=0 2 ;j=O 

(3.40) 

The antifields are then eliminated by 

X*=g-I, C;+I*=W;_I' fJij*=Aij' 

g*=X, W;_I*=C;+I' Aij*=fJij' (3.41) 

After shifting fields, the gauge-fixed action becomes 

S'II = xp - l..p2 + i{)d + XX + f Cil:; 
2 ;= I 

00 00 

+ L wi _ I 'IT; + 1 + L Aij'ITij' (3.42) 
;=0 ;j=O 

IV. THE FORMULATION WITH MULTISPINOR GHOSTS 

As· our final model, we take the X symmetry of ( 1.19), 
as well as its descendants, into account. Including these sym­
metries amounts to treating all local symmetries with the BV 
formalism, as we advocated in the Introduction, and leads to 
further towers of ghosts-for-ghosts 1J;, ... ;. and ghost gauge 
fields A;, ... ;.' with n>3. Adding the X transformations of 
( 1.19), the classical gauge algebra contains the following 
new commutators: 

A 

[6(1J),6(X)] =6(X), [6(X),6(rest)] =0, (4.1) 

where 

xaPy = il[ (1Jp) a/jX 6/Jy + (1JP)P/jX a
ljy + (1JP)Y/jXaPc5]. 

(4.2) 
A 

Observe that X is again ap antisymmetric and its aPr-cyclic 
part vanishes. This leads us to introduce the following new 
termsinSI: 

a81 = !Aoo,aP*A ~dy - y!.ooo,aPY ·il[ (1JooP)a/jA ~ 

+ (1JooP)P/jA~ + (1JooP)Y/jA~], (4.3) 

where A ~ is the commuting three-spinor ghost for the X 
symmetry. Requiring the Aoo * terms in 
(SI,a8I) + !(a8I,a8I) to vanish on the So shell allows the 
extra terms in the BRST transformations, for A 10' A01 , and 
1J00, 

6'A IO,aP = AlOO,aPYdy, 6'A01 ,a P = AOIO,a (/dy, 

6'1Jri = 1J~dy, (4.4) 

and, for Aooo, 
£' A aPy - 1J' apy + o\a/j A py + J.P[j A a r + o\y/j A aP u 000 - 000 I' 100,/j p, 010, /j I' 001, /j 

- i![ 1J'tIxf (pAoo) /j y + 1J~ (pAoo ) /j P 

+ 1J~(pAoo)/ja], (4.5) 
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where A 100' AOIO' and AOOI are new (anticommuting) gauge 
ghost fields, and 17000 is the beginning of a new tower of 
ghosts-for-ghosts. One may verify that O'OA gg indeed van­
ishes on the classical shell. 

Similarly, requiring the 1700* terms to vanish (up to classi­
cal field equations) allows for the additions to the BRST 
transformations of 1710 and 1701' 

f::, f3 f3rd f::' a a r:d u 171O,a = 17100,a r' u 1701, {3 = 17010, {3 r' (4.6) 

and yields the BRST transformation for 17000' 

onoooa{3r = _ (J,a6n (3r + ,J,/J/jn a r + J,r/jn a(3) '1 J' 'IIOO,/j P '1010, /j J' '1001, /j 

+ iH 17'tfif(P17oo) /j r + 17'tl£(P17oo) /jf3 

+ (17J)a/j17ggr] , (4.7) 

where 17100' 17010' and 17001 are (commuting) ghosts-for­
ghosts. 

Generalizing (4.4) and (4.6) to the case of arbitrary Arj 
and 17ij' we have 

OArj = TJrj + Aij+ IP + PA, + \j ( - )j + i!(AfJP17oj 

- 17/JPAOj ( - )1 + AijOd, 

017ij = -17ij+ IP - P17,+ \j( - )j 

+ i!17fJP17Oj + 17ijOd, (4.8) 

where the last terms on the right-hand side are new as com­
pared to (3.25). Doing the same for (4.5) and (4.7), we 
obtain 

OAijk = TJrjk + (Arj,k+ I + Aij+ I.k ( - )k + Ai+ IJk ( - )i+ ")p + i!(AijOP17ok + AfJJ170j ( - )jk -17fJPAojk ( - )i+ ") 

- '1(17 ijOPAok ( - ) k + 17 fJJAoj ( - )i( k+ 1) - AfJP170jk ), 

017ijk = - (17ij,k+ I + 17iJ+ I.k ( - )k + 17,+ IJk ( - )i+ ")p 

+ i!( 17 ;pP170k ( - ) k + 17 fJJ170j ( - )j( k + I) - 17 fJP170ik ( - )i+ ,,), (4.9) 

where we determined the minus sign factors by requiring 
(S I ,S I) to vanish modulo the So field equations in the A rj * 
and 17 ij * sectors. Here the A rjk satisfy 

Aijk = - ( - )rjAjik 

and 

(4.10) 

(4.11 ) 

i.e., Aijk is graded antisymmetric under ijinterchange and its 
graded cyclic part vanishes (we suppressed all spinor indices 
as they merely "travel along" with the level indices). Fur­
thermore, we have fermion number F(Aijk) = i + j + k 
(mod 2) and ghost number G(Aijk) = i + j + k + 1. The 
ghost-for-ghosts 17rjk have the same symmetry properties as 
Aijk' but F(17rjk)=i+j+k+l (mod 2) and 
G( 17rjk) = i + j + k + 2. 

Next, we should verify whether (SI'S\) also vanishes on 
shell in theAijk * and 17ijk * sectors. However, itis here that we 
must take account of the fact that on shell the X transforma­
tion (1.19) is inert under (X3 =X) 

Ox~{3r = x~{3r/jd/j, (4.12 ) 

and this in tum is left inert by 

ox~/j=x~r&dE' (4.13) 

and so on, where each Xn is af3 antisymmetric and its af3r­
cyclic part vanishes, but otherwise has no symmetry. Indeed, 
from the BRST transformation for Aijk in (4.9), we have so 
far, for the Aijk * terms in SI' 

!Aijk*[TJijk + (Aij,k+ \ +Aij+I,k( - )k+Ai+\jk( - Y+'1p 

+ i!(AijOP17ok + AfJkP170j ( - )jk - 17 fJPAOjk ( _ )j + k) 

- i!(17ijOPAOk ( - )k + 17iO~AOj ( - y(k+ I) - AfJP17ojk)' 
(4.14 ) 

and, upon calculating the A ijk * terms in ~ (S I ,S I ), we obtain, 
dropping field equations, 
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j 

!Arjk * [i!(AijOP17okO + AfJkP17ojO ( - )jk 
1 '(j + k» k + /l,OjkP170iO ( - )' - iH17ijOPAOkO ( - ) 

+ 17 fJkPAojO ( - )j( k + I) 

+ 170ikPAoiO ( - )i(j+k+ Il)]d. (4.15) 

This can be canceled by adding further terms, 

1 '(j + k» k + AOikP170fJ ( - )' - i!<17ijOPAOkO ( - ) 

+ 17 fJJAojO ( - )i( k + \) + 17OjJAOfJ ( _ ) iU + k+ \)] , 

( 4.16) 

where the first term in the case i = j = k = 0 is as expected 
from (4.12). However, it is not difficult to see that we n~w 
have an integrability problem in obtaining S2' Namely, 
!(SI'S\) contains a term 

( 4.17) 

and we therefore expect a term Aij*Arjk/Ak/* in S2' but then 
(SO,S2) not only produces the desired term in (4.17), but 
also a term AOOk/A k/ *. 

We may try to solve this integrability problem by gener­
alizing (4.16) to 

asl =¥trjk*[aoAijkOd+~I(AijOk -!AjkOi( - )iU+k) 

- !AkfJj ( - )kU +i»d 

k(i+j) 
+ ~a2(AkOij ( - ) - !AfJjk 

Il 'U+k)}d -Y"jOki( -)' ] + Arjk/*-terms, (4.18) 

where we allow for the spinor index of d to contract in all 
possible ways. It is easy to verify that integrability of terms of 
the form (4.17) requires ao - a \ + a2 = O. However, upon 
recalculating theAijk * terms in (S\,SI) we find that, after all, 
ao = 1, a \ = a2 = O. 
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The extension to arbitrarily manyspinorindices proceeds 
in a similar way. However, since the aforementioned integra­
bility problem precludes a solution satisfying (S,S) = 0, this 
analysis comes to a dead end and other approaches to the 
quantization of the superpartic1e should be followed. 
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Several useful properties of the quantum dimensions of representations of ~ (sl (n» for q a 
root of unity are established. The results can be used to calculate truncated Kronecker 
products of these representations and hence to investigate the isomorphism between these 
truncated tensor products and the fusion rules of the WZW theories associated with 
~q(sl(n». 

I. INTRODUCTION 

It has recently become more and more clear that the 
relevance of quantum groups to physics is not restricted to 
the theory of integrable systems. but that they playa major 
role in two-dimensional conformal field theory. too. 

By a quantum group (sometimes. a more general defini­
tion of the term quantum group is used). we mean a quasi­
triangular Yang-Baxter algebra. i.e .• (Refs. 1-5) a Hopf al­
gebra d (i.e .• an associative algebra with unit endowed with 
the operations of comultiplication. antipode. and counit) 
with the additional property (called quasitriangularity3.5) 

that the comultiplication /1 and the composition 11'0/1 of /1 
with the permutation 11' in d ® d are related by conjugation 
by a matrix ~EJ2/ ® J2/ obeying certain restrictions (in par­
ticular it follows that ~ satisfies the Yang-Baxter equa­
tion). It is expected that to any rational (and perhaps also to 
nonrational) two-dimensional conformal field theory. one 
can associate a quantum group, and that most, if not all, of 
the properties of the conformal field theory are conse­
quences of the underlying quantum group structure. The 
most direct connection would certainly be to express the 
generators of the quantum group in terms of the fields be­
longing to the chiral algebra of the conformal field theory 
(and vice versa). but so far no such construction is known. 
However, more indirect connections that are immediate 
consequences of such a construction have already been un­
covered. First. the matrices describing the braiding and fus­
ing of the chiral block functions (which are the building 
blocks of the partition function and correlation functions of 
the conformal field theory) have been identified6-9 with 
quantum group analogs of Wigner-Racah coefficients. Sec­
ond. arguments have been given8, ID, I I that the fusion rules of 
the conformal field theory are isomorphic to appropriately 
defined tensor products of quantum group representations; 
in particular, for the quantum group underlying a rational 
conformal field theory, it should be possible to identify such 
a tensor product realized on a finite set of "good" representa­
tions. (In contrast. so far there is no hint on how to inter­
prete in terms of the quantum group the normalization fac­
tors that are needed 12,9 to compute the structure constants of 
the full operator algebra and hence to solve the conformal 
field theory completely. ) 

In the present paper, we provide additional support for 

the connection between fusion rules and tensor products of 
quantum group representations. We consider the case where 
the conformal field theory is the Wess-Zumino-Witten the­
ory13 on a simply connected Lie group manifold G; the un­
derlying quantum group % q (g) is described in Sec. II (g is 
the Lie algebra of G. and q is related via qk + h = 1 to the dual 
Coxeter number h of g and to the level k of the affine Kac­
Moody algebra g< I), which generates the chiral algebra of the 
WZW theory). In Sec. III, we discuss the Kronecker tensor 
products of % q (g) for q a root of unity; in general. represen­
tations that are not fully reducible appear; it is however pos­
sible to define a truncated version of the Kronecker product 
that acts on a restricted set of irreducible representations. 
We then derive several useful symmetry properties of the so­
called quantum dimensions of the representation of 
% q(sl(n» [Sec. IV, Eqs. (8), (10), (12), and (14)]. The 
corresponding properties ofWZW fusion rules are described 
in Sec. V. In the course of proving these symmetry relations, 
we encountered a peculiar correspondence between repre­
sentations of % q(sl(n» and % q(sl(k» for q an (n + k)th 
root of unity; this correspondence is explored further in Sec. 
VI. 

II. QUANTUM DIMENSIONS 

To any simple or affine Lie algebra g, one can associate a 
quantum group as the q-deformation % q (g) of its universal 
enveloping algebra by defining generators and relations as 
follows. 1,2,4 For each simple root a(i) = 1 .... r. of g one has 
three generators H;, E / • E ;- ; they satisfy the commutation 
relations 

[H;,Hj] =0, 

[H;.El] = ±A ijEl, 

[E/.Ej-] =8ij[H;]. 

fori=fj. 
Here, A is the Cartan matrix of g, and we have introduced the 
notations 
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[x] == [X]q = (q"12 _ q-x12)/(qI/2 _ q-1/2), 

[
n] [n]! 
m = [m]![n - m]!' 

n 

[n]! = II [m], 
m=1 

and also [xL == [x]q, withq; = q(a(i),a(i)I2. (In the "classical 
limit" q-+ 1, the above relations just become the commuta­
tion and Serre relations for a Chevalley basis of g.) For gen­
eric values of q, the representation theory of OU q (g) is com­
pletely parallel to that of g (Refs. 2, 5, 14-17). Irreducible 
finite-dimensional representations are highest-weight repre­
sentations with dominant integral highest weight A = l:~ = I 

A j AU) , A/ EZ;;.o (the AU) denote the fundamental weights of 
g). Also, the usual Kronecker tensor product R X R ' of two 
irreducible representations is fully reducible, and (due to the 
quasitriangularity of d) R X R ' and R I X R are isomorphic. 

As in the case of g, one can define, for any representation 
R of OU q (g) and any nonnegative integer N, a trace on the 
centralizer of OU q (g) in the N-fold tensor product R .. N , and 
from this a Markov trace on the braid groupBN (Refs. 4, 5, 
18) [for g = sl ( n) and R the defining representation, the 
centralizer algebra is the Hecke algebra (of type AN _ I ) 

HN (q), and the trace is the Ocneanul9 trace.4
,20]. This can 

be extended to the formal union of the centralizer algebras 
for arbitrary N, and hence to U NBN • Evaluating this trace 
on the identity element of the braid group (and leaving out a 
normalization factor that is a certain power of [n ] ) one gets 
for any irreducible representation of OU q (g) a number called 
the statistical dimension 18 or quantum dimension of R. From 
the properties of the Markov trace, it follows 18 that these 
quantum dimensions obey the usual sum rule for tensor 
products: If the tensor product of two irreducible represen­
tations Rand R ' is written as a sum of irreducible representa­
tions as 

R XR'= $ RiO 
; 

then the quantum dimensions ~ obey 

~(R)'~(R') = L~(R;). (1) 
; 

From now on, we specialize to the case g = sl (n) unless 
noted otherwise. Then the quantum dimension of an irredu­
cible finite-dimensional representation with highest weight 
A is given by the formula4 

~(n)(A) = II 
UJ)EY" 

[n - i + j] 
[hij] 

(2) 

Here, YA is the Young diagram of the representation; (ij) 
labels the boxes of YA , with i counting rows from top to 
bottom andj counting columns from left to right; finally, hij 
is the length of the hook with corner (ij) in YA • Explicitly, 
we have, for example, 

~ (n) (A(/) ) = [~] for 1= 1, ... ,r, 

and 
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for the fundamental representations and for the symmetric 
tensor representations, respectively. Also, in the classical 
limit q-+ 1, the quantum dimension just becomes the ordi­
nary dimension. 

III. THE TRUNCATED TENSOR PRODUCT 

So far, q just played the role of a formal expansion pa­
rameter. When q is interpreted as a complex number, it turns 
out that for q a root of unity the representation theory is 
markedly different from the generic case.21

-
23 The basic ob­

servation2o,24 is that, while for generic q the centralizer of 
OU q (g) in R .. N is semisimple, this ceases to be true for q a 
root of unity. Now the representations of the centralizer al­
gebra determine the decomposition of the Kronecker prod­
uct R X R '; as a consequence the Kronecker product of irre­
ducible representations is fully reducible for generic q, but in 
general not fully reducible for q a root of unity. (Consider, 
e.g., the case of the defining representation of OU q(sl(n» 
where the centralizer is the Heeke algebra H N (q); for q = 1 
H N (q) is isomorphic to the semisimple group algebra of the 
symmetric group SN; when q is deformed away from 1, the 
representation theory remains isomorphic to that of S N [and 
hence the Kronecker products of OU q (sl (n» are isomorphic 
to those ofslCn)] as long as q is not a root ofunity20.24.) 

Suppose that R is a non-fully reducible representation 
(not containing any irreducible part) for q = qo a root of 
unity. If q is deformed away from qo, R decomposes into the 
direct sum of irreducible representations. In fact, inspection 
shows that exactly two irreducible representations are 
paired up for q = qo; at least one of them obeys (A,O) > k, 
where 0 is the highest root of g and k is the minimal positive 
integer such that q~ + h = 1 for h the dual Coxeter number of 
g. In terms of the generators of OU q (g), this mixing of repre­
sentations occurs because at q = qo the step operators E ;± 

are nilpotent, (E ;± ) k + h = 0, so thatthe representation con­
tains states that cannot be reached from the highest weight 
state, and, in addition, states that are new highest (or low­
est) weight states; the latter states have zero norm, i.e., are 
null states (the norm is defined as for the corresponding 
irreducible representations of g; also, q must be treated as a 
formal parameter, i.e., is not changed under complex conju­
gation). 

As an example consider the case g = sl (2). For generic 
q, the irreducible finite-dimensional representations are 
characterized by a single nonnegative integer A (twice the 
spin). The dimension of such a representation RA is A + 1, 
and the states in R A are connected by the step operators E ± 

schematically as 

-A -A+2 A-2 A 

.~.~ ...... ~.~ .. 
More precisely, application of E ± to a state of weight p, gives 
the state with weight p, ± 2, but only up to some factors 
[m j ],m;EZ. Now for qk+ 2 = 1, due to [k + 2] = 0, E± 
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annihilates some states that would not be annihilated for 
generic q. As a consequence, representations with highest 
weightk + 1 <A<2k + 2 that appear in a tensor product of 
representations with highest weight <k contain A - k - I 

I 

highest weight null states and pair up with would-be irredu­
cible representations of highest weight 2k + 2 - A to form a 
reducible, but not fully reducible representation according 
to the scheme 

-A -A+2 A-2Jc-4 2k +4-A A-2 A ................. T ++.++ ... ++.++ r ................... . 
A-2Jc-2 2k +2-A 

• ++~ ... ++.++ • 

(For A > 2k + 2, A not a mUltiple of k + I, the situation is 
similar; for A a mUltiple of k + 1, the representation is still 
irreducible. ) 

The definition of quantum dimension can be extended to 
the case of reducible, but not fully reducible representations 
by analytic continuation. Namely, if R is not fully reducible, 
but is the deformation for q tending to a root qo of unity of the 
direct sum of two irreducible representations R A ., R A " then 
we define 

g(R) =(g(A I ) +g(A2 »lq=qo' 
It turns out (see also the next section) that for this type of 
representation the quantum dimensions of RAJ and RA, be­
come in fact equal up to a sign at q = qo, and hence 
g (R) = O. In addition, there exist also irreducible repre­
sentations for which g (R) = 0; among these, there are in 
particular all representations with highest weight A such 
that (A,O) = k + 1. 

By analytic continuation, the dimension sum rule (1) 
holds also for non-fully reducible representations. The fact 
that the non-fully reducible representations all have zero 
quantum dimension suggests that-together with the irre­
ducible representations that also possess zero quantum di­
mension-they form an ideal in the category of ~ q (g) rep­
resentations; according to Ref. 25 this is indeed the case. 
This observation implies that the following truncated tensor 
product "*" is well defined: 

R*R'= (R XR')lposilivepart' (3) 

where the right-hand side denotes those irreducible repre­
sentations in R X R ' that have positive quantum dimension. 

In terms ofthe centralizer algebras, this truncation cor­
responds to quotienting the centralizer by its Abelian 
ideals. 2o

•
24 In short, (3) defines a well-behaved tensor prod­

uct on the set of irreducible representations with positive 
quantum dimension; these representations are precisely the 
highest weight representations RA with (A,O) <k. 

IV. IDENTITIES FOR QUANTUM DIMENSIONS 

Returning to the case g = sl (n), from now on we as­
sume that qk + n = 1. Then, we have the identities 

[x) = [x+2(k+n») = [k+n-x). (4) 

Using the fact that the length of the ith row of the Young 
diagram YA equals ~j::l A/ (for A = ~7::: Ai A (i) ), it then 
follows from the formula (2) that the quantum dimension of 
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a (highest weight or would-be highest weight) representa­
tion is a positive real number as long as 

n-I 

AO=k-L Ai (5) 
i=I 

is non-negative while for negative A ° the quantum dimension 
can also be zero or negative. Moreover, in accordance with 
the discussion in the previous section, it turns out that many 
distinct representations lead to the same (absolute) value of 
the quantum dimension. The purpose of this section is to 
analyze this situation in more detail. 

First, consider the case n = 2. Then the quantum di­
mension ofthe (irreducible or would-be irreducible) repre­
sentation RA is 

g(2,k)(A) = [A + 1). 

Employing (4) for n = 2, it is easy to see that 

g(2,k)(k _ A) = g(2,k)(A) (6) 

and 

(7) 

[In particular it follows that g(2,k) (k + 2 + A) 
= - g(2,k) (A) and g(2.k) (k + 1) = 0.) (These equa-

tions hold for arbitrary real A, but of course only for A a non­
negative integer [and A<k in the case of (6») they actually 
relate quantum dimensions of finite-dimensional representa­
tion of ~ q(sl(2)}.) 

It is nottoo difficult to derive analogs of ( 6) and (7) for 
arbitrary n. We find that (6) generalizes to 

g(n.k)(u(A» = g(n.k)(A), (8) 

where the highest weight u(A) is obtained from A as 
n-I 

u(A) = L A i-1A(il' (9) 
i=I 

with Ai, i = I .... ,n - I, the Dynkin labels of A and A 0 as in 
(5). [In order that u(A) is dominant, we have to restrict 
here to representations with A 0;;;'0.) Similarly, (7) gets re­
placed by 

g(n.k)(A + (A 0 + 1)0) = - g(n.k)(A), (10) 

where 0= A (1) +A(n-l) is the highest root ofsl(n}. 
As an example for (8), if we take R to be the singlet 

representation, the j-fold application of u gives 

g (n.k) (k' A(j) ) = I. 

forj = I .... ,n - 1. An example for (10) is 
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~(n,k)(k'() = _ ~(n,k)«() = _ [k - 1] [k + 1]. 

It also follows from (10) that ~(n,k) (A) = 0 if A 0 = - 1, 
i.e., if the Young diagram YA has exactly k + 1 columns. 

To prove the relations (8) and ( 10) [and also (12) and 
(14) below], one simply takes the dimension formula (2) 
and rearranges the various factors using in particular the 
identities (4). This is a rather lengthy, but straightforward 
exercise. In the case of ( 8 ), the calculation can be simplified 
by observing that the quantum dimension does not change if 
the Young diagram under consideration is reflected along 
the diagonal (so that the meaning of rows and columns is 
exchanged) and if at the same time nand k are interchanged, 
i.e., that 

(11) 

where 8 denotes the transformation resulting in the reflec­
tion of YA • The identity ( 11) holds because 
[n - i + j] = [k - j + i] and because the hook lengths hij 
are invariant under the reflection 8. Applying (11) to both 
sides of (8) (and interpreting u diagrammatically, see be­
low), we arrive at the assertion that the quantum dimension 
does not change if a column of length k is added to a Young 
diagram for sl(k), a statement that follows rather easily 
from (2). 

Actually, there is also a second possibility to generalize 
(6), namely, 

~(n,k)(w(A» = ~(n,k)(A), 

with 
n-l 

w(A) = I An-i-1A(i) 
;=1 

(12) 

(13) 

(here, we assume again A 0>0). However, this in fact does 
not provide much new information because 
wou(A) = }:.7::.l An - i A(i) = A is the weight conjugate to 
A, and it is no surprise that conjugate representations pos­
sess identical quantum dimensions. 

The operations u and w can be understood diagramma­
tically as follows. In terms of Young diagrams, u correspond 
to adding a row oflength k to the diagram (due to Ao>O, this 
becomes the first row of the new diagram Y,,(A) ) and delet­
ing columns of length n (if present), while the Young dia­
grams Y A and Yw(A) (with one of them turned upside 
down) add up to a rectangular diagram with k columns of 
length n - 1. There is also an interpretation in terms ofDyn­
kin diagrams: u and w correspond to automorphisms of the 
extended Dynkin diagram of sl (n), namely, to the primitive 
rotation (that maps the ith node in the diagram to the 
i + lth node for i = O, ... ,n - 1 defined mod n), and to the 
reflection of the diagram which exchanges the Oth and 
n - 1 th nodes, respectively. (The automorphism group of 
the extended Dynkin diagram is the group generated by 
these two transformations, subject to the constraints 
~ = w 2 = wuwu = 1.) 

The interpretation in terms of the extended Dynkin dia­
gram ofsl(n) makes it clear that (8) and (12) are the only 
independent generalizations of ( 6) to general values of n. It 
is tempting to search for a similar symmetry principle lying 
behind the possible extensions of (7). In fact, while (10) is 
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the most natural way to generalize (7), there are many other 
ways to do so. For example, one has 

~(n,k)(Ui(A» = - ~(n,k)(A), (14) 

where Ui (A) =}:.j Aj"jAU) has Dynkin labels 

A~j = Ai + A j - k - n + 1, for li - il = 1, 
{

2 (k + n - 1) - .. 11, for j = i, 

Al, for li - il>2. 
The transformations (10) and (14) are special cases ~ 
modified Weyl reflections. The most general transformatio 
of this kind has been found in Ref. 23, using the q-analog 
the Weyl dimension formula in order to define the quanturf 
dimension, i.e., I 

i».(n.k)(A) = IT [(A + p,a)] , (15) 
a>O [(p,a)] 

with a > 0 denoting the positive roots, and 2p = }:.a>oa. [It 
is, of course, highly plausible that (15) is equivalent to (2) 
for g = sl(n), but to the best of our knowledge this has not 
yet been proven rigorously.] Namely, 

~(n.k)(ua.p(A» = €(a)~(n.k)(A), (16) 

for 

ua.P (A) = o-a (A + p) - P + (k + n){3. 

Here,o-a is the Weyl reflection with respect to an arbitrary 
root a, {3 is an arbitrary vector in the coroot lattice, and € 

denotes the homomorphism from the Weyl group to 
{I, - 1}, i.e., €(a) = ( - 1 )/(a), where l(a) is the length of 
0-a' Equations ( 10) and (14) follow from (16) by setting a 
= {3 = a(i) and a = {3 = (), respectively. 

To prove (16), observe that any Weyl reflection per­
mutes the positive roots up to possibly sign factors, with the 
number of minus signs given by l(a) (Ref. 26); thus (15) 
changes only by a factor of €(a) if A + P is replaced by 
0-a (A + p). Moreover, because of (4) the addition of 
(k + n){3 to A changes [(A + p,a)] only by a sign 
( - 1)(P.a), and hence (15) by na>o ( - 1)(p.a) 

= ( - 1 )2(P, p) = 1 for any {3 in the coroot lattice. Note that 
this proof works for arbitrary roots a and coroot lattice ele­
ments {3, but that for generic choices of a, {3 the formula 
( 15) is actually not a relation between quantum dimensions 
because for A dominant integral, u a. P (A) typically is not a 
dominant weight. 

The explicit formula for u a. P also shows that the rela­
tion to the Weyl group is rather indirect. Therefore, even 
though we do not know any counterexample, it is not clear to 
us whether (16) [together with (8), (10), and (12) ] is suffi­
cient to obtain all representations possessing the same (up to 
sign) quantum dimension as some given representation. 

v. WZW FUSION RULES 

As already mentioned in the Introduction, it is widely 
expected that the truncated tensor products of ~ q (g) are 
isomorphic to the fusion rules of the corresponding WZW 
theories. The WZW fusion rules can in principle be obtained 
from the Kronecker products of g with the help of the so­
called depth rule,13 although in practice it can be rather te-
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dious to apply this rule. However, some general results can 
be obtained by using directly the Kac-Moody null vector 
equation which is the source 13 of the depth rule. Namely, 27,28 

for any automorphism 1J of the extended Dynkin diagram of 
g an action on the set of primary WZW fields <!J can be de­
fined under which the fusion rules 

transform covariantly. More precisely, if <!J carries the repre­
sentation R A of g, then 1J ( <!J) is the primary field carrying the 
representation R1/(A) , and the action on the fusion rules is 

A 

Forg = sl{n), r is generated by li)ouwhile r Ir is generated 
by u. Now, as we have shown in the previous section, 

A 

£t)'(1J{A» = £t)' (A) for all1JEr. Moreover, since the trunca-
tion of the tensor products only removes representations of 
zero quantum dimension, the q-dimension sum rule ( 1 ) also 
holds for truncated tensor products, and £t)' (A * A' ) 
= £t)' (A) . £t)' (A'). Together, it then follows that the condi-

tion is indeed met. Thus the symmetry properties (8) and 
(12) of quantum dimensions strongly support the conjec­
ture that WZW fusion rules and truncated tensor products 
are isomorphic. 

Note that the primitive rotation u(9) changes the con­
jugacy class Crff (A )EZn of a highest weight representation by 
k mod n. As a consequence, by applying 1J = if' with appro­
priate power m to R* R " one can achieve that 1J (R* R ') be­
longs to some fixed (say, the trivial) conjugacy class. Thus 
the covariance of the fusion rules under 1J can be used to 
reduce the number of fusion rules of the SU (n) WZW theory 
to a set of independent ones that is smaller by a factor of n. 
[For k a multiple of n, u does not change the conjugacy class; 
nevertheless inspection shows that also in this case the num­
ber of independent fusion rules is smaller by almost a factor 
of n than the total number of fusion rules. Also note that as a 
consequence ofthe k - n duality ( 11 ), it is no loss of genera­
lity to take k<.n so that only the case k = n is exceptional.] 

VI. k-n DUALITY 

It is already apparent from the relation qn + k = 1 that in 
some sense the roles played by k and n should be inter­
changeable. This is made precise by formula ( 11 ). Via ( 11 ) , 
we can relate restricted Kronecker products of OJ! q(sl(n» 
and OJ! q (sl( k» at the same value of q [and hence, assuming 
the validity of the conjecture that truncated tensor products 
and WZW fusion rules are isomorphic, relate the fusion 
rulesoftheSU(n) levelk WZWtheorytotheSU(k) leveln 
theory] . It is clear that this does not provide an isomorphism 
of the respective algebras of truncated tensor products, and 
inspection shows that it is not even a homomorphism. Nev­
ertheless, interesting observations can be made. In particu­
lar, the relation can be employed to simplify the explicit cal-
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determined by 1J (<!J ED <!J') = 1J (<!J) + 1J (<!J') together with 

, {1J{<!J)*1J{<!J'), if 1JEr, 
1J{<!J*<!J) = 1J{<!J)*<!J' = <!J*1J{<!J') , if 1JEr/r, 

A 

where r and r are the groups of automorphisms of the Dyn-
kin diagram and extended Dynkin diagram of g, respective­
ly. 

A nontrivial necessary condition for the isomorphism 
between WZW fusion rules and truncated tensor products is 
therefore that any automorphism 1JEr acts analogously on 
the quantum dimensions, i.e., that, for RA *R A· = ED iRA" 

one has 

culation of truncated tensor products. 
Of particular interest is the case k = 2 because the fu­

sion rules of the SU(2) WZW theory are already known13 

for arbitrary level. Under the action of l), a representation of 
OJ! q(sl(n» with highest weight A = A(i) + AU) (with 
O<.i<J<.n - 1 and A(o) : = 0) is mapped to the representa­
tion of OJ! q (sl (2» having highest weight j - i; thus we learn 
that 

(17) 

Moreover, in terms of quantum dimensions the truncated 
tensor products of OJ! q (sl (2» just read 

[l]'[m] = [Il-ml + 1] + [JI-ml +3] 

+ ... + [l+m -1] (18) 

(provided that l,m<. (k + 1 )/2; this can always be arranged 
by making use of [k + 2 - x] = [xl). But this means that 
we can rather easily write down all restricted tensor prod­
ucts of OJ! q(sl(n» for qn+ 2 = 1. 

As an example, consider the product of the representa­
tion RA of highest weight A = AO ) + A(n _ 2) and of its 
conjugate representation. The ordinary sl (n) Kronecker 
product reads (for n>6) 

RA XRx = 1 + 2R() + 2RA(2) + A(n~2) + RAp) + A(n_3) 

+ (R 2A (I) + A(n_2) + c.r.) 

+ (R A(I)+A(2)+A(n_3) +c.r.) 

+R2() +RA+X' 
where c.r. stands for the conjugate representation. Remov­
ing representations with A. 0 < 0 from this product, one is left 
with the representations in the first line; for the quantum 
dimension of these representations, (17) gives 

£t)'(n.2)(A) = [4], £t)'(n.2)(o) = [3], 

£t)'(n.2)(A(2) + A(n_2» = [5], 

£t)'(n,2)(A(3) + A(n_3» = [7]. 

Now, from (18) we learn that the quantum dimension sum 
rule for the correct truncated tensor product should read 
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[ 4 ] . [ 4] = [1] + [3] + [5] + [7]; there is only one possi­
bility to achieve this, namely, to also remove one of the ad­
joint representations and one of the representations with 
highest weight A(2) + A(n _ 2)0 i.e., the truncated tensor 
product reads 

RA *R7i. = 1 + Re + RA(2) + A(n_2) + RAm + A(n_3)' 

In general, one would not expect that the restriction 
( 18) (or similar restrictions obtained by considering other 
values of k) on the quantum dimensions is already sufficient 
to determine uniquely which of the irreducible representa­
tions with A. 0;;;.0 have to be removed from the sl(n) Kron­
ecker product in order to arrive at the truncated tensor prod­
uct. However, the recipe does give unique results for the 
tensor products of representations possessing Young dia­
grams with sufficiently low number of boxes (and, in fact, 
for all cases we checked). 
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The Jordan superalgebra JF( 6/4) is the unique exceptional Jo~dan superalgebra that h~s no 
realization in terms of Z2-graded associative supermatrices. It IS pr~posed to be th~ basIs ~f an 
exceptional superspace that is non-Clifford algebraic. The JF( 6/4) IS constructed In a b~l~ 
that renders itself to such an interpretation and its derivation, reduced structure, and MobIUs 
superalgebras are studied. These algebras are simply the Lie superalgebras of generalized 
rotation, the Lorentz group, and conformal supergroup of the Jordan superalgebra JF (6/4). 
We also comment on the implications of the exceptionality of JF (6/4). 

I. INTRODUCTION 

The twistor formalism in four-dimensional space-time 
(d = 4) leads naturally to the representation of four-vectors 
in terms of 2 X 2 Hermitian matrices over the field of com­
plex numbers C: In particular, the coordinate four-vectors 
can be represented as such. In this form the actions off our· 
dimensional space-time symmetry groups on the Minkowski 
space take on particularly elegant forms. For example, the 
action of the conformal group on the Minkowski coordinates 
can be realized as a group of linear fractional transforma­
tions of the corresponding 2 X 2 matrices. I Since Hermitian 
matrices close under anticommutation one can consider 
them as elements of a Jordan algebra with the symmetric 
Jordan product.2 Then the rotation, Lorentz, and conformal 
groups in d = 4 can be interpreted as the automorphism, 
reduced structure, and Mobius groups of the Jordan algebra 
of 2 X 2 complex Hermitian matrices.3 Conversely, this in­
terpretation allows one to define the concepts of rotation, 
Lorentz groups, and conformal groups for any Jordan alge­
bra:3

•
4 In the mathematics literature they have been studied 

under the names automorphism, reduced structure, and su­
perstructure groups ("super" in this case having nothing to 
do with supersymmetry). 5 Denoting as J ~ the Jordan alge­
bra of n X n Hermitian matrices over the division algebra A, 
one finds the symmetry groups shown in Table I. 

The symbols R, C, H, 0 in Table I represent the four 
division algebras and RG, LG, and CG are the rotation (au­
tomorphism), Lorentz (reduced structure), and conformal 
(Mobius) groups, respectively. In addition to the Jordan 
algebras in Table I there is another infinite family of simple 
Jordan algebras,6 namely the Jordan algebras red) of Dirac 
gamma matrices in d dimensions: 

{rJl,r,J = 8Jlv1, /-L,V, ... = 1,2, ... ,d. (1.I) 

The automorphism, reduced structure, and Mobius 
groups of the Jordan algebras r(d) are simply the rotation, 
Lorentz, and conformal groups of (d + I)-dimensional 
Minkowski space-times. One finds the following special iso­
morphisms between the Jordan algebras of 2 X 2 Hermitian 

a) Bitnet: GXT@PSUVM. 
b) Permanent address. 

matrices over the four division algebras and the Jordan alge­
bras of gamma matrices: 

Jf:::::X(2), Ji:::X(3), Ji'::::r(5), Jf::::r(9). (1.2) 

As has been observed by many authors, the dimensions 
of the Minkowski space-times to which the above gamma 
matrices correspond are precisely the critical dimensions for 
the existence of super Yang-Mills theories, as well as of the 
classical Green-Schwarz superstrings. These Jordan alge­
bras are quadratic and their norm forms are precisely the 
quadratic invariants constructed using the Minkowski met­
ric. The reduced structure group is defined as the invariance 
group of the norm form and the superstructure (conformal) 
group is simply the invariance group of the zero-norm condi­
tion: Clearly, for the quadratic norms in question these defi­
nitions agree with the usual ones. 

Jordan superalgebras are Z2-graded algebras with a su­
persymmetric product and have been classified by Kac.7 One 
can similarly define their rotation, Lorentz groups, and con­
formal supergroups as their automorphism, reduced struc­
ture, and Mobius supergroups. A complete list of these su­
pergroups was given in Ref. 3. In Table II we list the simple 
Jordan superalgebras and their symmetry supergroups using 
a modified version of the Kac notation for labeling Jordan 
superalgebras. For example, the Jordan superalgebra of type 
X with m even elements and n odd elements is denoted as 
JX(m/n). 

In Table II we denoted the super rotation, Lorentz 
groups, and conformal groups of Jordan superalgebras as 
SRG, SLG, and SCG, respectively: They appear from left to 
right, in that order, on the line immediately below the corre­
sponding Jordan superalgebra Jx. The term U( 1) (F) de­
notes the "fermionic" U( 1) factor generated by a single odd 

TABLE I. The symmetry groups RG, LG, and CG of the Jordan algebra J. 

J RG LG CG 

J~ SO(n) SL(n,R) Sp(2n,R) 

J; SU(n) SL(n,C) SU(n,n) 

J'.: USp(2n) SU*(2n) SO*(4n) 

Jf F. E 6(-26) E,( _ 2» 
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TABLE II. Simple Jordan superalgebras and their symmetry supergroups using a modified version of the Kac 7 notation for labeling Jordan superalgebras. 

SRG SLG SCG 

JA(m2 + n2/2mn): 
SU(m/n) SU(m/n) XSU(m/n) SU(2m/2n) 

lBC (~m(m + I) + n(2n - l)/2mn): 
OSp(m/2n) SU(m/2n) OSp(4n/2m) 

JD(m/2n): 
OSp(m - 1/2n) OSp(m/2n) OSp(m + 2/2n) 

JP(n2/n 2
): 

pen - I) SU(n/n) P(2n -1) 

JQ(n2/n2): 
Q(n - 1) X U(l)p Q(n - 1) xQ(n - 1) X U(l)p Q(2n - 1) 

JD(2/2)a: 
OSp(l/2) SU(l/2) D(2,1,;a) 

JF(6/4): 
OSp( 1/2) xOSp( 1/2) OSp(2/4) F(4) 

JK(l/2): 
OSp(l/2) SU(l/2) SU(2/2) 

generator.3
•
8 

Some of the supergroups appearing in Table II corre­
spond to space-time symmetry groups in various dimen­
sions: In these cases one may consider the underlying Jordan 
superalgebra as the basis of a supers pace by identifying the 
even subspace with the space-time coordinates and the odd 
subspace with the Grassmann coordinates. By multiplying 
the odd elements with anticommuting Grassmann coeffi­
cients one can work with the symmetric Jordan product in 
both sectors.3

•
8 

In the list of simple Jordan superalgebras in Table II one 
is truly unique, namely the exceptional Jordan superalgebra 
JF (6/4). It is the only simple Jordan superalgebra that has 
no realization in terms of Z2-graded associative superma­
trices. That it is exceptional has been proved rather recent­
ly.9 Our aim in this article is to study JF( 6/4) and its sym­
metry supergroups. We shall propose it as the basis of an 
exceptional superspace. Its exceptionality implies that the 
corresponding supersymmetry is non-Clifford algebraic. 
For a certain real form of JF (6/4) the Mobius group F ( 4 ) is 
simply the N = 2 superconformal group in five-dimensional 
Minkowski space (or the N = 2 anti-de Sitter supergroup in 
d = 6). Another real form of JF (6/4) leads to that real form 
ofF ( 4) that corresponds to an exceptional N = 8 conformal 
supergroup in one dimension. 

The plan of our paper is as follows. In Sec. II we review 
the Tits-Koecher-Kantor (TKK) construction of Lie alge­
bras from Jordan aigebras1

0-
12 and its generalization to Jor­

dan superalgebras.3
,8 In Sec. III we formulate the Lie super­

algebra of F ( 4) in a split basis with a three-graded (Jordan) 
structure. In Sec. IV we construct the exceptional Jordan 
superalgebra in a basis that is suitable for interpretation as 
the basis of a superspace. We then study the Lie superalgebra 
of the automorphism (rotation), reduced structure (Lor­
entz) 'anaMobius (conformal) supergroups of JF (6/4). In 
Sec. V we discuss some of the implications of the exception­
ality ofJF(6/4). 
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II. TKK CONSTRUCTION OF LIE ALGEBRAS FROM 
JORDAN ALGEBRAS AND ITS SUPERSYMMETRIC 
GENERALIZATION 

A Jordan algebra J is a nonassociative algebra with a 
symmetric product a' b = b' a satisfying the Jordan identity 

(2.1 ) 

A derivation D of J is an endomorphism of J such that 

D(a'b) = (Da)·b+a·(Db). (2.2) 

Derivations form a Lie algebra under commutation, which is 
referred to as the derivation algebra (Der J) of J. If we de­
note the left and right multiplication by an element a as La 
and Ra, respectively, we have La = Ra since' 

We can rewrite the derivation condition (2.2) as 

[D,La] =LDQ' 

(2.3) 

(2.4) 

Linearization of the Jordan identity leads to the identity 

(a'b)' (c·d) + (a'c)' (b'd) + (a'd)' (b·c) 

= a'(b' (c'd» + c'(b' (a'd» + d'(b' (a'c», (2.5) 

which is equivalent to the identities 

[La·b, Le] + [Le.a, Lb] + [Lb'e' La] = 0 (2.6) 

and 

(2.7) 

Identity (2.7) shows that [La' Lb] is a derivation of the 
Jordan algebraJ. In fact, one can prove that all inner deriva­
tions of a Jordan algebra can be represented in this form. 
Therefore, we can formally write 

(2.8) 
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Exponentiating the derivations one obtains the inner auto­
morphisms of J: 

eD(a'b) = (eDa)' (eDb). (2.9) 

Therefore. the derivation algebra of J is simply the Lie 
algebra of its automorphism (rotation) group. It is obvious 
from above that the multiplication operators close under 
commutation into derivations of J. The Lie algebra genera­
ted by multiplications with elements of J and its derivations 
is referred to as the structure algebra St(J). Clearly. the mul­
tiplication by the identity element of J commutes with the 
other elements ofSt (J). Excluding this identity operator one 
is left with what is referred to as the reduced structure alge­
bra St(J)o of J. The reduced structure algebra is simply the 
Lie algebra of the reduced structure group or what we called 
the Lorentz group of J in Sec. I. 

Another way to describe the St(J) is via the Jordan tri­
ple product. which is defined as 

{abc}==a' (b'c) + (a'b)'c - b· (a·c). (2.10) 

Using the triple product (2.10) we can define a bilinear 
transformation Sab on J as 

Sabc=={abc}. Va.b.cEJ. (2.11) 

The transformations Sab generate St(J) under commuta­
tion: 

[ Sab ,Scd] = - S{cda},b + Sa,{dcb}' 

which is readily seen from the fact that 

(2.12) 

Sab = [La.Lb] +La'b = Da,b +La·b, (2.13) 

The TKK construction defines a three-graded Lie alge­
bra g over a given Jordan algebra J: 

g=g-l$gO$g+l. (2.14) 

The elements of grade + 1 and grade - 1 spaces are 
labeled by the elements of J (hence we are actually using two 
copies of J. which are referred to as a Jordan pair): 

as 

Uaeg+l} 
- I Ubeg- .Va.bEJ. 

SabegO 

(2.15) 

Then one defines the Lie product among these elements 

[ Ua• Ub] ==Sab' [Sab'Uc] == U{abc}' 

[Sab.Uc] = - U{bac}' 

[Sab,Scd] = S{abc},d - Sc,{bad}' 

(2.16) 

with the other products vanishing. The Jacobi identities fol­
low from the Jordan identity. The resulting Lie algebra g is 
referred to as the superstructure algebra and is isomorphic to 
the Lie algebra of the superstructure (Mobius) group of J. 
which we called the conformal group in Sec. I. There is a 
nonlinear realization of the conformal group on J as a group 
of linear fractional transformations. 13 

The TKK construction has been generalized to the con­
struction of Lie superalgebras from Jordan superalgebras. 3

•
8 

A Jordan superalgebra is a Z2-graded algebra J = JO $ J I. 

with a supercommutative product 

a·b=(-l)atlb·a. aEJa. bEJtl. a./3=O.I. (2.17) 

1778 J. Math. Phys., Vol. 31, No.7, July 1990 

which satisfies the identity 

(_l)aY [La.b.LJ + (-I)J3a[Lb.c.La} 

+ ( - l)ytl [Lc.a.Lb } = O. (2.18 ) 

where the mixed bracket [.} denotes the usual Lie super­
bracket. The defining conditions (2.17) and (2.18) imply 
the identity 

(2.19) 

By multiplying the odd elements (grade 1) with anti­
commuting Grassmann parameters and the even elements 
(grade zero) with ordinary complex parameters. the super­
commutative product can be replaced with a commutative 
one and the TKK construction can be carried over to the 
super case in a straightforward manner.3,8 

One can invert the TKK construction and define Jordan 
(super) algebras starting from Lie (super) algebras with the 
appropriate three-graded structure.7

,14 In fact. this is how 
Kac defined and classified Jordan superalgebras.7 We shall 
also use the inverse TKK functor to write the multiplication 
table of the exceptional Jordan superalgebra JF(6/4). We 
shall choose a basis that renders itself readily to a space-time 
interpretation. in contrast to the basis given in Ref. 7. Our 
starting point will be the exceptional Lie superalgebra F ( 4 ). 
to which we turn next. 

III. THE EXCEPTIONAL LIE SUPERALGEBRA F(4) 

The exceptional Lie superalgebra F ( 4 ) has 
Spin (7) X SU (2) as its even subalgebra. The odd generators 
transform in the spinor representation (8.2) of 
Spin(7) XSU(2). Explicit supercommutation relations of 
the generators ofF( 4) were given in Refs. 15 and 16. Denot­
ing the generators ofSpin(7) and SU(2) as Jij and Tm. re­
spectively. we have 

[Jij.Jkd = - 8ik~I + 8jkJil - 8jIJik + 8il~k' 
Jij = - ~i' i.j .... = 1.2 ..... 7. (3.1 ) 

[Tm.Tn] = i€mnpTp. m.n .... = 1.2.3. 
The odd generators Vxa carry the spinor indices x and a 

ofSU(2) and Spin(7). respectively. The remaining nonvan­
ishing supercommutation relations of F ( 4) are l5 

[Tm.Vxa] =!r;Vya. [Jij.Vxa ] =!(rij)baVxb' 
_ A 

{Vxa.Vyb } = 2aCab(Crn)xyTm (3.2) 

+ (a/3)CXy (Crij)ab Jij' 

where C and Care the charge conjugation matrices in dimen­
sions d = 2 and d = 7. respectively; r ij are the spinor repre­
sentation matrices of Jij; rn are the Pauli matrices; and a is 
an arbitrary real parameter. We shall take a = ~ for later 

A A 2 
convenience and for C we shall choose C = iT' . 

The matrix C is defined by the condition 
- 1?' -T -Gri = -riC. C =C. 

where ri are the gamma matrices in d = 7 satisfying 

{ri.r) = 28ij' i.j = 1.2 ..... 7. 

rij==Hr;orj]' 

(3.3 ) 

(3.4) 

We shall choose r i to be antisymmetric and C to be the 
identity matrix. 12 
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For applying the inverse TKK functor to construct the 
exceptional Jordan superalgebra JF (6/4) we need to go to a 
split basis for F ( 4 ), with a three-graded decomposition (Jor­
dan structure)F( 4) = g-I ffigO ffig+I, where the three grad­
ed subspaces contain the following generators: 

g-I = {J 1- ,T-, Va-}' 

gO = {Ju ,N,T3, Wa,Za}, 

g+I={J/,T+,Va+}· 

(3.5) 

Various new quantities appearing in (3.5) are defined as 

J i = J16 + iJl7 , I,J, ... = 1,2, ... ,5, 

T+ = TI+iT2, V: = (r6+ir7)abVlb' 

V a- = (r 6 - ir 7) ab V2b ' N = - iJ67, 

Wa = (r6+ir7)ab V2b' Za = (r6-ir7)abVlb' (3.6) 

Note, also, that the grading is defined by the generator 
Q = N + T3 and only four of the eight components of 
Va+, V a-, Wa, and Za are linearly independent. 

In this split basis the generators of F ( 4) satisfy the fol­
lowing supercommutation relations: 

[J1J, J f ] = - D1KJ l + DJKJ l, 
[J / , J J- ] = - Uu - 2DuN, 

[N,Ji]=+Ji, [N,V,f]=+!V,f, (3.7) 

[ T3, V,f ] = +! V ,f , [ N, Wa] = ! Wa = - [T3' Wa ], 

[N,Za] = -!Za = - [T3,Za]' [T+,T-] =2T3· 

IV. THE EXCEPTIONAL JORDAN SUPERALGEBRA JF 
(6/4) AND ITS SYMMETRY SUPERGROUPS 

As mentioned earlier, one may invert the TKK con­
struction and construct Jordan algebras 12 and Jordan super­
algebras 7 from certain three-graded Lie (super) algebras. 
We shall now apply this inverse TKK functor to construct 
the exceptional Jordan superalgebra starting from F ( 4 ). 
Consider now the subspace g+ 1 ofF( 4) as given in Sec. III. 
Among any two elements A and B of g+ 1 we define the prod­
uct 

A'B= [[A,P},B}, VA,Beg+l, (4.1) 

where Pis a fixed element oftheg- j subspace, which we take 
to be 

(4.2) 

From the Jacobi identity and the three-grading it then 
follows that 

( - 1 laP [[A,P},B} + [[P,B},A} = O. (4.3) 

This shows that the product is supercommutative and 
closure is a trivial consequence of the three-grading, 
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A'B = ( - 1)aPB·A. (4.4) 

Under this product (4.4) we then find 

J /.J f = - DuJ s+ + DSJJ / + DJ5J f, 
J / . T + = 0, T + . T + = T +, 
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0 a '0b = (20/3) [r1 (r6 + ir7 ) ]abJ / 

- 20"[rS(r6 + ir7 ) Lb T +, 

T+ '0a = !0a, J / ·0a = !D1S 0 a - !(r1S )ab0b' 

Js+'J s+ =Js+, (4.5) 

where we let 0 a = V a+. Keeping in mind that not all 0 a are 
linearly independent, let us study the derivations of JF( 6/ 
4). The superderivation algebra of JF (6/4) is generated by 
the following operators: 

D1,J = [LJl,LJ/] = -DJ,l' 

Sab ={Le ,Le }=Sba, F1a = [LJ+,Le ]. (4.6) 
• a b • • I a 

The operators Dl,J and Sa,b are the even generators and 
the F1,a are the odd generators, The even generators D I,J act 
on the elements of JF ( 6/4) as 

D1,sJ t = 0 = D1,JT +, 

DJ.t,vJ s+ = 0, p,v = 1,2,3,4, 

DJ.t,vJ l = DJ.t;..J: - Dv;..J J.t+, 

DJ.t,v0 a =![rJ.t,rv ]ab 0 b' 

D 1,s0a =0. 

(4.7) 

The above commutation relations imply that D1,s = 0 and 
the generators DJ.t,v close under commutation and form the 
Lie algebra of SO ( 4 ) : 

[DJ.t,v,D;..,p] = Dv;..DJ.t,p + DJ.tpDv,;.. - {jJ.t;..Dvp - {)vpDJ.t,;'" 
(4.8) 

The derivations Sa,b tum out not to be independent of 
DJ.t,v' One finds that 

Sa,b = - (0"/3)DJ.t,v[rJ.tvrs(r6+ir7)]ab' (4.9) 

Thus far we have been using the same symbols for denot­
ing the elements of JF (6/4) and those of the subspace g+ 1 
considered as elements of the Lie superalgebra F ( 4 ). Let us 
now introduce different symbols for denoting the elements 
of JF(6/4) and work only with the linearly independent 
components of 0 a' We choose the convention of Ref. 16 for 
r i , i.e., 

r l =1®0"3®0"2' r 2 =1®0"1®0"2' 

r3 = 0"2® 1 ®0"3' r 4 = 0"2® 1 ®O"j, 

r 5 =0"3®0"2®1, r 6 =0"1®0"2®1, 

r 7 = 0"2 ® 0"2 ® 0"2' (4.10) 

where 0"1,0"2' and 0"3 are the Pauli matrices. Then we find the 
following relations among the components of 0: 

O2 = i0 j, 0 4 = i03, 0 6 = - i0s, 

0 8 = - i07• ( 4.11 ) 

We set 0" = ~ and define 

Bo=J s+, S=T+, BJ.t=J:, p,v=I, ... ,4, 

(Q.) ~ (~) a"B, ... ~ 1,2,3,4. (4.12) 
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The multiplication table of JF(6/4) now takes on a 
more transparent form: 

B", 'Bv = - 8",vBo, BO'B", = B"" BO'Bo = Bo, 

Bo'S=O=B",'S, S'S=S, 

Qa 'Qp = (iYsY",C)apB'" + (YsC)ap(Bo - 3S), 

B", 'Qa = (i/2)(y", )apQp, BO'Qa = !Qa' 

S·Qj :!Qa, 1 
/-l,V, ... - 1, ... ,4, a,/3, ... - 1, ... ,4. (4.13) 

The Bo and S are the two idempotents and I = Bo + Sis 
the identity element of JF(6/4). The matrices Y", are the 
four-dimensional Dirac gamma matrices and C is the charge 
conjugation matrix: 

{y""Yv} = 28",v' Y",C = - Cy;. (4.14) 

The indices /-l, v, ... and a, p, ... are the vector and spinor 
indices ofSO( 4), respectively, generated by D""v' The above 
convention for the r i leads to the following expressions for 
Y", and C: 

Yl = 1 ® 0"1' Y2 = - 1 ® 0"3' Y3 = - 0"1 ® 0"2' 

Y4= -0"2®0"3' YS=YIY2Y3Y4, C=Y3' (4.15) 

In the new basis the elements of the derivation algebra 
Der JF( 6/4) are 

D""v = [LBp,LBv] = - Dv,,,,, 

Ga,p = {LQu,LQ,) = Gp,a' 

Fo.a = [LBo,LQu]' F""a = [LBp,LQu]' 

Es,a = [Ls,L Qu ]' 

However, they are not all independent. We find that 

F""a = i(y", )apFo,p, Es,a = - Fo.a, 

( 4.16) 

Ga.p = - !(Y",vYsC)PaD""v' (4.17) 

The independent generators satisfy the supercommutation 
relations 

[D""v,D;..p] = 8v;.D""p + 8",pDv.;' - 8/l;.Dy,p - 8vp D",,;., 

[D",.y,Fo,a] = ~(Y/ly)apFo,p, (4.18) 

{Fo,a,Fo.p} = - A (YsY",v )PaD/l,Y' 

Clearly, the even subalgebra is the Lie algebra of SO ( 4). 
It is straightforward to verify that the full derivation algebra 
is the Lie superalgebra of OSp( 1/2) XOSp( 1/2). This is 
best done by decomposing the generators of SO (4) into its 
two commuting SU(2) subalgebras. Therefore, we have 

Der JF(6/4) = OSp(1/2) ® OSp( 1/2). ( 4.19) 

The structure algebra of JF ( 6/4) is generated by the 
derivations and the multiplications by the elements of 
JF (6/4) : They satisfy the following supercommutation rela­
tions: 
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[D""v,LB;.] = 8",;.LBv - 8v;.LBp' 

[D""v,LQu ] = HY""Yv]apL Qp' 

[ Fo,a ,Ls] = lLQu' 

[Fo,a,L Bo ] = -lLQu ' 

[Fo,a,LBp ] = - (i/4)(Y",) apL Qp' 

[Fo,a,LQp] = ~(iYsY",C)apLBp 

+ !(YsC)ap(LBo + 3Ls)· 

(4.20) 

In addition, there are those supercommutation relations 
that define the derivations in terms of multiplication op­
erators of JF (6/4). The structure algebra with 11 even 
and 8 odd generators is simply the Lie superalgebra of 

\ 

OSp(2/4) X U( 1). The U( 1) generator is L J = LBo + Ls. 
The even subgroup of the reduced structure group OSp(2/ 
4) is SO(2) xSp(4). 

At this point we should stress that different real forms of 
JF (6/4) will have different real forms of the derivation and 
structure algebras. For example, there exist other real forms 
ofJF(6/4) for which the even subgroup SO(4) of the auto­
morphism group goes over to SO(3,1) or SO(2,2). These 
different real forms of JF (6/4) can be obtained via the appli­
cation of the inverse TKK functor to different real forms of 
F(4). 

Finally, one can now rewrite F ( 4) as the Mobius (con­
formal) superalgebra of JF (6/4) using the supergeneraliza­
tion of Eqs. (2.16) as given in Refs. 3 and 8. Perhaps, for 
physical applications the nonlinear realization ofF ( 4) as the 
supergroup of linear fractional transformations of JF ( 6/4) 
in the sense of Ref. 13 is more relevant: It simply corresponds 
to the superconformal group action on the corresponding 
superspace. 

v. ON THE EXCEPTIONALITY OF JF(6/4) 

A Jordan algebra is said to be special if it can be repre­
sented in terms of associative matrices, with the Jordan 
product defined as one-half the anticommutator: Otherwise, 
it is said to be exceptional. In their classic work, Jordan et al. 
proved that with but one possible exception all Jordan alge­
bras are special. 17 This possible exception is the Jordan alge­
bra J f of 3 X 3 Hermitian octonionic matrices, whose excep­
tionality was proved by Albert. 18 In the 1980's Zelmanov 
extended these results to the infinite-dimensional case and 
proved that there are no infinite-dimensional exceptional 
Jordan algebras. 19 

In the Jordan formulation of quantum mechanics the 
observables and density matrices representing a physical 
system are elements of a Jordan algebra. If the underlying 
Jordan algebra is special, then the Jordan formulation is 
equivalent to the Dirac formulation of quantum mechanics 
over a Hilbert space (or a vector space in the finite-dimen­
sional case). The existence of an exceptional Jordan algebra 
raised the question as to whether or not one can formulate 
quantum mechanics over the exceptional Jordan algebra 
which satisfy the axioms of Von Neumann: This was an­
swered in the affirmative relatively recently. 20 This so-called 
octonionic quantum mechanics has no Hilbert space formu­
lation. Somewhat later, the Jordan formulation was general-
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ized to the quadratic Jordan formulation of quantum me­
chanics, which is applicable to the exceptional octonionic 
case as well.3 The axioms of quantum mechanics as formu­
lated by Von Neumann are equivalent to the axioms of pro­
jective geometry.21 The projective geometry corresponding 
to octonionic quantum mechanics is nondesarguian,20 which 
implies that it cannot be embedded in a higher dimensional 
projective geometry. This is consistent with the exceptiona­
lity of J? 

In the 1980's the exceptional Jordan algebra J? has 
made its appearance within the framework of supergravity 
theories through the work of Giinaydin, Sierra, and Town­
send (GST).22 In their construction and classification of 
N = 2 Maxwell-Einstein supergravity theories, GST 
showed that there exist four remarkable theories of this type 
which are uniquely determined by simple Jordan algebras of 
degree three. These are the Jordan algebras J f, J f, J If, and 
the exceptional Jordan algebra J?: Their symmetry groups 
in five, four, and three space-time dimensions give the fam­
ous magic square of Freudenthal, Rozenfeld, and Tits.23 The 
exceptional theory defined by J? shares the remarkable fea­
tures of the maximally extended N = 8 supergravity theory 
in the respective dimensions. More recently, several authors 
have speculated on the possible role J? may play in the 
framework of string theories.24 

In going over to the Jordan superalgebras most of the 
concepts and definitions for ordinary Jordan algebras carry 
over in a natural way. For example, consider a Z2-graded 
associative algebra R = ROE!) R I. The elements of R define a 
Jordan superalgebra under the superanticommutator: 

A·B=HAB + ( - l)aPBA], VA,BER. (5.1) 

In most applications the algebra R is the algebra of oper­
ators acting on a Z2-graded vector space V = VO 

E!) VI: Hence 
one can represent them as supermatrices.25 For space-time 
supersymmetry the corresponding v~ctor space Vis referred 
to as the superspace. We shall use this term in a more general 
sense. 

A Jordan superalgebra is then special if it can be repre­
sented in terms of associative Z2-graded supermatrices, with 
the product being one-half the superanticommutator. All 
Jordan superalgebras are special except for JF(6/4). (Here 
we are only considering Jordan superalgebras whose odd 
subs paces J I are not empty.) The exceptionality of JF ( 6/4) 
has been shown by Shtem rather recently.9 The existence of 
an exceptional Jordan superalgebra raises many interesting 
questions. For example, if we give it a space-time interpreta­
tion as the basis of an exceptional superspace, then this su­
perspace has no realization as an ordinary Z2-graded vector 
space on which the supersymmetry is represented Clifford 
algebraically. For special Jordan superalgebras this can al­
ways be done. In the language of ordinary quantum mechan­
ics this means that for special Jordan algebras one may 
choose to work either with density matrices or vectors in a 
Hilbert space: These two formulations are equivalent. One 
major advantage of the Hilbert or vector space formulation 
is the fact that one can define tensor products of vector 
spaces in a straightforward manner. For ordinary super­
space this means that one can develop a tensor calculus. On 
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the other hand, defining tensor products of Jordan algebras 
is a notoriously difficult problem, e.g., the tensor product of 
two Jordan algebras is in general not a Jordan algebra. 
Therefore, if we were to consider JF ( 6/4) as the basis of an 
exceptional superspace, then it is desirable to formulate it in 
the language of ordinary Z2-graded vector spaces. Assume 
that there exists such a "generalized vector space" and let us 
refer to it as the exceptional supermodule MF. The action of 
the supersymmetry operators, as well as the tensor product 
operation over MF will then have to be nonassociative. In 
other words, there will be a nonassociative tensor calculus 
corresponding to this exceptional superspace. Interestingly 
enough, the exceptional N = 2 supergravity theories discov­
ered by GST (Ref. 22) cannot be written in the language of 
ordinary conformal tensor calculus?6 It could well be that 
the underlying tensor calculus is a nonassociative one. In 
fact, the exceptional N = 2 theories originate in five space­
time dimensions and the real form of F ( 4) with the even 
subgroups SO(5,2) XSU(2) is simply the N = 2 conformal 
superalgebra in that dimension. Another way to approach 
this problem is to look at the unitary representations ofF( 4) 
and try to interpret them in the language of a 10-dimensional 
superspace corresponding to JF(6/4). A pure gauged anti­
de Sitter supergravity in d = 6 with F( 4) symmetry was 
constructed in Ref. 27. Matter couplings of that theory, as 
well as the conformal supergravity in d = 5 with F( 4) sym­
metry are yet to be constructed. We hope to address these 
problems and related issues in the future. 

We should also point out that the quadratic Jordan for­
mulation of quantum mechanics3 can be formally extended 
to Jordan superalgebras, as well as Jordan algebras defined 
over finite fields. In the super-Jordan case one takes the odd 
subspace over Grassmann numbers. Since the trace form is 
no longer a real number, one loses the usual probability in­
terpretation. This might be remedied by interpreting the odd 
sector as unobservable. In any case, the formal quantum me­
chanics defined over JF (6/4) would again not have a usual 
vector space formulation. 

Finally, the algebraJF(6/4) considered as the basis ofa 
superspace corresponds to six bosonic and four "fermionic" 
( Grassmann) coordinates. Because of its potential relevance 
to the superstring one may want to know if there exists a 
larger algebraic structure, with 10 bosonic elements and 16 
fermionic ones, which can be considered as the basis of a 
superspace. From Kac's 7 classification we know that this 
algebraic structure cannot be a simple Jordan superalgebra, 
although it may contain JF (6/4) as a subalgebra. If such an 
algebraic structure exists, then it may give us .the clue as to 
how to generalize conformal supersymmetry to 10 space­
time dimensions. 
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Principles are elaborated for constructing consistent grand unified models (GUT's) plus Higgs 
sectors from dimensional reduction of gauged supergroups over graded coset spaces. A search 
of possible GUT groups is made for unitary and orthosymplectic supergroups over a space 
parametrized by a single pair of Grassmann coordinates. 

I. INTRODUCTION AND MAIN RESULTS 

It is a commonly acknowledged failing of so-called 
grand unified models (GUT's),1 which introduce a simple 
gauge group larger than the SU(3) xSU(2) xU(1) of the 
standard electroweak model of elementary particle physics, 
that in many respects the procedure for arriving at physical­
ly acceptable models is too loose, while at the same time 
leaving many other basic questions unanswered. 

This paper, and a sequel in preparation, concern a hith­
erto unexplored avenue for constructing constrained classes 
of unified models from gauged supergroups via coset space 
dimensional reduction (CSDR). An introduction to this 
method, and the main results of the present study, are given 
below. For completeness, the difficulties besetting the 
GUT's will first be outlined,2 and the supergroup CSDR 
approach compared with other generalizations of GUT's. 

Conventional GUT's (renormalizable, spontaneously 
broken non-Abelian gauge theories) involve choices of (i) a 
local gauge group (a compact Lie group); (ii) scalar multi­
plet (s) (Higgs sector) to implement spontaneous symmetry 
breaking; and (iii) fermion multiplets (quark and lepton 
matter fields). There is considerable flexibility3 in all of these 
choices, even after satisfying physical requirements such as, 
for example, for (i) that the group should have complex 
representations (to avoid fermion masses at tree level); for 
(ii) and (iii) that the theory should be asymptotically free; 
and for (iii) that the model should be anomaly-free (to en­
sure renormalizability), and perhaps extra conditions such 
as only color triplets, antitriplets, and singlets. Systematic 
studies4 taking these requirements into account still leave a 
virtually unlimited choice of gauge groups and scalar and 
matter multiplets. Even so, there are questions left unan­
swered centering around the coupling constant ratios (scalar 
self-couplings to implement the desired symmetry-breaking 
patterns and Higgs masses; Yukawa couplings to produce 
acceptable fermion mass ratios and weak boson masses [e.g., 
Mw(L) «Mw(R)], etc.). Often these couplings must be ar­
tificially "fine-tuned" order-by-order in perturbation theo­
ry. Above all, there is no prediction of the number offermion 
generations. Around 20 parameters (masses, couplings, 
mixing angles, etc.) must be fitted to data, and even then a 
consensus is emerging5 that the proton lifetime tends to be 

a) Alexander von Humboldt Fellow. 

predicted seriously lower than the current experimental lim­
its. 

Three related avenues have been proposed for improv­
ing on conventional GUT model building as outlined above: 
(i) technicolor6 and/or subconstituent models;7 (ii) super­
symmetric unified models8 (possibly deriving from super­
gravity;9 and (iii) realistic Kaluza-Klein models. 10 Option 
(i) replaces some of the questions about choices of scalar 
and matter multiplets and couplings, with dynamical issues 
concerning composite states (e.g., Higgs). Options (ii) alle­
viate the standard GUT difficulties with fine-tuning of pa­
rameters and the generation of mass hierarchies, II at the 
expense of an abundance of "superpartners" of the usual 
matter fields, none of which are as yet experimentally con­
firmed. Realistic gauge groups are hard to extract directly 
from extended supergravities. The latter, together with (iii), 
go beyond the bounds of renormalizable local quantum field 
theories, which form the main framework for the present 
discussion (for remarks on string theories, see Sec. IV). 

The CSDR formalism as applied to pure gauge symme­
tries l2 is related to work on invariant connections on princi­
pal fiber bundles with applications to the topology of the 
solutions of the Yang-Mills equations for various types of 
field configuration. In the context of ordinary (nongraded) 
gauge groups, CSDR has been extensively studied13

-
16 as a 

means of supplying a consistent rationale for starting with a 
higher-dimensional model and constructing constrained 
GUT models with predetermined scalar multiplets, scalar 
potential, and hence the unbroken gauge group and the pat· 
tern of massive and massless fields. While the CSDR ap­
proach to GUT's is perhaps more modest than the more 
sweeping alternatives listed above, nevertheless a phenom­
enologically compelling model has yet to emerge. [It should 
be stressed that these remarks apply to pure gauge theories 
and CSDR. There is a large literature on homogeneous 
spaces and symmetric potentials in the Kaluza-Klein con­
text (see Refs. 10 and 17, and references therein) . For re­
marks on string theory see Sec. IV.] Furthermore there re­
mains the question of whether the formalism should be 
regarded as having dynamical meaning, or merely as a recipe 
for model building. 

The variant of obtaining GUT models via CSDR with 
gauged supergroups as proposed here has its genesis in the 
work of Ne'eman and others on supergroup classification 
schemes for the electroweak model and extensions. 18 It was 
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claimed19 that the supergroup models could make sense if 
formulated over a graded space-time manifold (xJl.,(),7}) such 
that the parts of the potential gauging \ the odd generators 
have components only in the fermionic directions. These co­
ordinates arise naturally in a superspace approach to BRST 
symmetry,20 as the vehicle whereby the ghost fields are 
linked with the gauge potential (i.e., for the even generators 
an ordinary Lie algebra) in a superfield expansion in covar­
iant quantization. These ingredients were married via 
CSDR 21 and a constrained 0 (n) model based on OSp (n/2) 
was subsequently proposed. 22 

The aim of the present work, and a sequel in prepara­
tion, is to set out the general principles for obtaining consis­
tent, constrained GUT models arising as solutions to the 
CSDR constraints (see Table I). 

Briefly, the CSDR ansatz23 is that only potentials A are 
admitted which are invariant under a transformation group 
S, in the sense that if A ..... SA, then SA is gauge equivalent to A. 
Closure under the group law then imposes constraints oil 
such A, and there is a relation between the isotropy group R 
and the gauge group G, from which the structure of the sca­
lar sector can be determined (see especially Schwarz and 
Tyupkin,12 and Kubyshin et al.16 for discussions). In the 
present case where R, S, and/or G are supergroups, addi­
tional consistency requirements must be satisfied for a solu­
tion to be physically acceptable. The formalism is outlined in 
Sec. II; in particular, the emergence of the consistency re­
quirements, and the necessity of gauging noncom pact real 
forms of the supergroups, is explained in detail. 

In Sec. III the formalism is illustrated for the case of the 
real forms of the classical unitary and orthosymplectic su­
peralgebras. [A sequel in preparation will consider the ex­
ceptional simple superalgebras D(2,la), G(3), and F(4): 
the remaining simple superalgebras p(n) and q(n) lack an 
invariant bilinear form and cannot be gauged in the conven­
tional way.] To make the analysis manageable, R is restrict­
ed mainly to the case Sp(2,R) """SU(1,l) (i.e., the covari­
ance group of the extended BRST symmetry) or its U ( 1 ) 
subgroup, and S to the corresponding inhomogeneous exten­
sion including anticommuting supertranslations. More so­
phisticated possibilities for S / R are occasionally mentioned, 

TABLE I. Classes of unified models derived from gauged supergroups via 
CSDR, showing supergroup G, residual gauge group H, isotropy group H of 
the graded homogeneous space, and Higgs scalar multiplets AH (identified 
by their dimension as representations of H). See Sec. III for further com· 
ments and more complicated (reductive) possibilities for H not entered 
here. 

R G H AH 

SU(l,I) SU(j + I,j/n) SU(n){xU( I» (none) 
(2j+l>n) 

SU(l,I) SU( 1,112)/(center) SU(2) (2+ 2) 

U(l) OSp( 1/2n,R) SU(n)xU(l) (n + ii) 

Sp(2,R) OSp(nj + n,nj/ O(n) orO(m) (n) or (m) 
2mj+2m,R) 
(m = lor n = I) 
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but a general analysis is beyond the scope ofthis paper. 
The results of this partial search for constrained GUT 

models via CSDR from gauged supergroups are set out in 
Table I. The original O(n) models22 now appear as a partic­
ular case of a one- (integer) parameter family with O(n) 
symmetry and Higgs field in the fundamental representation 
based on OSp(n(j + I ),nj/m(2j + I ),R); in addition there 
are several new classes based on real forms of B(O,n) and 
A (m,n). For discussions of these solutions, their scalar sec­
tors and possible spontaneous symmetry breaking, see Secs. 
III and IV. Other real forms than those of Table I (for which 
no solutions were found with the present choices of R and S) 
are also discussed in Sec. III. 

The paper concludes in Sec. IV with some discussion of 
further extensions of the models, and likely generalizations 
to other choices of coset space, the inclusion of supersym­
metry, and remarks on string theories. The analysis of Sec. 
III depends on some details of real forms and embeddings of 
Sp (2,R ) """ SU ( 1,1) in Lie algebras and superalgebras, and 
the necessary material is included as Appendices A and B. 

II. CSDR FORMALISM AND CONSISTENCY 
REQUIREMENTS FOR SUPERGROUPS 

In this section we review23 the CSDR formalismI2-16.21 
in order to establish notation and to illustrate the special 
considerations necessary for dealing with gauged super­
groups.22 

Consider a gauge theory over a (super) manifold 
JI x./V with JI a D-dimensional space-time manifold,./V a 
(super)coset space, with points X = (x,(), and gauge po­
tential 

A=AaTa=dXMAMaTa (1) 

referred to local coordinates X M = (xJ"',() m), 1 <M<D + D, 
l<J.t<D, l<m<D, in JlX'/v and a basis {Ta} for the Lie 
(super)algebra G. Then the (gauge plus Higgs) sector of a 
constrained GUT model arises with the higher-dimensional 
action 

Sa:. f dxd()(FMN,FMN ) (2) 

and expanding in the fields that are solutions to the CSDR 
constraints. Here F MN is the field strength 

FMN = aMAN - [MN]aNAM + [AM.A N] 

the local coordinates. (For grading sign factors, see Appen­
dix A.) Index contractions are with respect to an appropri­
ate invariant metric tensor 

(3) 

and ( , ) is an invariant bilinear form on the (super)algebra 
G. 

Let the space-time (super)symmetry transformations 
act infinitesimally by 

XM ..... X M + ~SAM(X). (4) 

(For a discussion in terms of finite transformations see 
Schwarz and Tyupkin. 12 For supermanifolds, see, for exam­
ple, Ref. 24.) Here the invariant vector fields satisfy 
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SAKaKSBL- [AB]SBKaKSAL= -CABCSCL, 

corresponding to the (super)algebra [JA,JB] = CAB cJc. 
The action on superspace induces an action on superfields, 
8¢J = ~8 A ¢J. This for the gauge potential 

8AAK = -SALaLAK - [AK] (aKSAL)A L; (5) 

and this will be invariant if compensated by an infinitesimal 
gauge transformation with parameter ~ WA = ~ WAaTa: 

[AK ]8AAK = aK WA + [AK,WA]. (6) 

The composition of two such transformations will be of the 
same form provided the WA (X) satisfy the constraints 

SA K aK WB - [AB 15BK aK WA 

(7) 

where the brackets are in the Lie (super) algebra of the gauge 
group. 

The consequences of (7) are easily seen in a basis of 
S such that Ua , 1 ..;;a..;;dim R} generate R, and 
Up, dim R + 1 ..;;p..;;dim S} span SIR. First note that, for 
isometries JaER, Sa K=O. Hence, from (7), 

[Wa' Wb ] = Cab eWe (8) 

and thus the {Wa } generate a (super) algebra R homomor­
phic to R in G. Assuming this is X independent, then since 
also apSa K = 0 is always true, from (5) and (6) follows 

[Ap,Wa] =0, (9) 

that is, the unbroken gauge group corresponds to the com­
mutant H of RinG. Finally if (} m ..... exp «(} m8m p Jp) is the 
explicit parametrization for cosets SIR we have infinitesi­
mally 

exp €'Ja 'exp (}m8mPJp 

= exp«(} m - €'(} 'fra m)8mPJp 'exp €'Ja, 

so that 

am Sa k = - fma k. 

Substituting in (5) and (6) yields, at (} = 0, 

fmakAk = [Am,Wa ], ( 10) 

and, since Am =Am aTa, the D X dim G matrix Am a inter­
twines the representations Ja ..... ad Ja ISIR of Rand 
Wa ..... ad Wa IG ofR=R. [The adjoint action Am ..... fma kAk is 
orthosymplectic so R can be regarded as being imbedded in 
OSp(D ID), for example. See also Salam and Strathdee. IO

] 

Applying Schur's lemma, if 

S-::>R: ad S ISIR l alp PR' 

G-::>R XH: adGHadR®IH )al alu(O"R®A.H ), (11) 

then for each O"R ®A.H for which there is an equivalent 
PR =O"R in the decomposition of ad S ISIR' there will be a 
scalar field in the representation A. H of H. An analysis similar 
to (11) can be given for matter fields under CSDR, but will 
not be required here23 (see also below). 

We now formulate some general guiding principles nec­
essary when implementing CSDR with gauged supergroups. 
First we discuss Hermiticity assignments, and then turn to 
the CSDR process itself. 
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(j) Hermiticity: The adjoint operator on superalgebra 
generators (and hence gauge fields) is determined by the 
chosen real form. As will emerge below, given an arbitrary 
complex superalgebra (usually from the list of simple Lie 
superalgebras25 ), we choose a certain real form25,26 G (possi­
bly noncompact). If this has basis {ta} consider a upitary 
representation ta ..... Ta. In the associated Cartan-Weyl basis 
there will be root vectors Ta such that (Ta)2 = €a T _ a' 
with €a = + 1 or - 1 specified for the different a by the 
real form in question. Correspondingly, for the associated 
gauge potential (1), definite Hermiticity will be conferred 
on theA a: 

i.e., 

where [a] = ( - l)(a) and (a) is 0 or 1 according as a is 
even or odd. Reality of the component (super)fields AM

a 

can then be decided by applying (12) to invariant combina­
tions like <l>M A M a for some fields <l>M transforming like X M. 

(ii) Residual gauge group H: The residual (unbroken) 
gauge group H (G-::>R XH) must be a compact Lie group. 
Moreover the Killing form ( , ) IH must be positive definite. 
This is obviously necessary ifthe final model is to be of con­
ventional Yang-Mills type in D-dimensional space-time. 
Specifically, the Lagrangian density will contain a tenp. 
(Fp",FP") H' where Fp" is derived from theH-valued part of 
the potential Ap ' and this must be positive definite. (For 
noncom pact real forms, infinite-dimensional representa­
tions are required, for consistency with the adjoint operator. 
We simply assume that the usual invariant bilinear form is 
still well-defined for such irreps.) This is not automatic for 
superalgebras in general: for example, the root spaces25 are 
usually described in terms of unit vectors (€,8) such that 
€'€ = 1 and 8·8 = - 1. In fact, in the case SU(2!I), pro­
posed as an electroweak unification group,18,19 the Killing 
form has a Minkowskian signature, and SU(2/1) 
COSp(3,1I2,R). [This difficulty has been overcome27 by a 
nonlinear realization ofSU(2!I), at the expense ofa loss of 
predictive power (e.g., the weak angle becomes an arbitrary 
parameter) . ] 

(iii) Higgs sector: In the reductions ( 11) the gradings of 
the matching pairs PR'O"R ®A.H , where PR =O"R' must be 
equal. This is nothing but the requirement that the spin­
statistics theorem be obeyed, so that the Lorentz-scalar 
fields in representations A. H are true (bosonic) Higgs fields. 
As to their contribution to the Lagrangian density, there is, 
of course, the requirement that their kinetic and potential 
energy occur with the conventional signs. However, this can 
usually be arranged via the choice of the relative sign of gmn 
in the S-invariant metric (3). Furthermore, for case (iv) to 
be studied below, the grading of P Rand 0" R ® A. H is odd, and 
for most real forms of simple superalgebras,25,26 the choices 
Tfj2 = T _ fj or Tfj2 = - T _ fj are both allowed. 

(iv) Ghost sector and BRST 28 supersymmetry: The iso­
metries of SIR should include supertranslations on at least 
one a-number coordinate (}. This requirement is not strictly 
necessary for the implementation ofCSDR, but as part of the 
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motivation for considering supergroups is to incorporate the 
ghost fields, it is a logical accompaniment of (i)-(iii) above. 
Indeed, in the cases to be studied in Sec. III, a slight general­
ization will dictate the minimal choice of homogeneous 
space SIR. To see how the ghost fields arise, consider (5)­
(7), where there is a Grassmannian coordinate undergoing 
supertranslations 0-0 + E, i.e., SE 0= 1. Then 

aoAJl = D,. Wo 

and 

2 ao Wo - {Wo,Wo} = 0, 

using the fact that the supertranslations anticommute. The 

marized in Table I. The real forms are in each case character­
ized by the real form of the underlying Lie algebra.26 

For A (m,n), there are the following cases. 
sl(m,R} ~ sl(n,R} ~ R: The real Abelian generator corre­

sponds to noncompact scale transformations, which we do 
not consider in the present study. Therefore we require 
A(n,n) =sl(nln)/center with Lie part sl(n,R) ~sl(n,R). 
From Appendix A, the SU ( 1,1) embedding I = II ~ 12 must 
be such that either II or/2 has zero centralizer, e.g., of type 
(ii) of Appendix B. The other part, It say, must have a 
compact centralizer. Let the n-dimensional representation 
of A n _ I decompose with respect to the A I subalgebra as 

explicit solution of the ,"zero ourvature'? eoneition for' wo;is' ,·ii :Hqi L: ;C{~ i (2· + 1) _ 
Wo = - U ao U -I, leading to the superfield expansions 1 ~ §lj J, ~ §lj 'J - n, 

(14) 

U=exp(Ow+ ... ), Wo =w+!O{w,w} + ... , 

A,. = a,. + OD,.w + ... , 
i.e., the usual BRST transformations appear as transforma-
tions among the component fields under supertranslation. 21 

Finally, given that the ghost fields are incorporated, a slight 
generalization of (2) can be made to allow for gauge fixing 
terms, usually in the form20.21 

Sgf ex: f dx dO(A M,AM)· (13) 

III. EXAMPLES: UNITARY AND ORTHOSYMPLECTIC 
SUPERGROUPS WITH MINIMAL SIR 

It is not practicable to make a systematic study ofCSDR 
for supergroups even with the conditions (i)-(iv) of Sec. II 
in place, given the large number of choices of starting group 
G, graded manifold..Al", and isotropy group embedding. One 
restricted possibility, taken up here, is that the requirements 
of BRST symmetry and gauge fixing should dictate the 
choice of homogeneous space ..AI" =S IR. As mentioned 
above, the ghost fields are associated with superfield expan­
sions with respect to a-number coordinates of the manifold. 
With 2k such, there is a natural symplectic symmetry 
Sp( 2k,R). Here we take simple k = 1, and spaces SIR 
whose isometries include supertranslations on the two 
Grassmann coordinates (to implement extended BRST 
transformations) and Sp (2,R ) = SU ( 1, 1 ) rotations (so that 
there is maximum symmetry between ghosts and anti­
ghosts20 ). The simplest choice21 is just the inhomogeneous 
extension ISp(2,R) or "Grassmann Euclidean" group29; oc­
casionally we take only the Abelian U ( 1) or "ghost num­
ber" part of Sp (2,R) as the isotropy subgroup. (A larger 
symmetry30 carried as "conformal transformations" on 0, e 
is OSp (1, 1/2,R) [ with little group 
R =O( 1, 1) X ISp(2,R)]. The group manifold of the similar 
U (1) extension is the "supercircle" ¢J,O,e, 0<¢J<21T. For 
further comments, see the concluding remarks in Sec. IV.) 

Let us consider case by case the various real forms2s.26 of 
the simple superalgebras from the unitary and orthosym­
plectic series, and their Killing forms (Appendix A), and 
embeddingsofSp(2,R)=SU(I,I) [or simply U(I)] (Ap­
pendix B) consistent with (i)-(iv) of Sec. II. The resultant 
residual gauge groups and Higgs scalar multiplets are sum-
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with half-odd integer or integer j. Then there exist subalge­
bras 

sl(n):::>§lR~ ~sl~/2j+ 1) 
j 

:::>§lR ~ [ ~ (sl(§ljj) ~ sl(2j + 1»], (15) 

where the R degeneracy §l is one less than the number of 
nonzero §lj. Thus the centralizer §lR ~ [ ~ jsl(§lj)] is always 
either noncompact [which is unacceptable by condition (ii) 
above], or it vanishes altogether. 

SU*(2m} ~ SU*(2n} ~ R: As above we require m = n. 
The principal SU ( 1,1) embeddings in Appendix B do not 
include SU*(2n), although as noted there special cases may 
occur. However, we expect the same difficulties to occur 
here as in the sl(m,R) ~sl(n,R) case above, and so we do 
not consider this case further. 

SU(p,m-p}~SU(q,n-q}~ iR (with m>n): The Abe­
lian generator corresponds to compact U ( 1) transforma­
tions. From Appendix A the SU ( 1,1) [or U (1) embedding 
in SU (p,m - p)] must have zero centralizer (if m = n then 
the embedding in either summand is maximal, as above). 
Suppose a fundamental k-dimensional representation of an 
A k _ 1 algebra [in its real form SU(r,k - r)] decomposes 
with respect to an A I subalgebra as 

{l}l~?j{j}, 2§l1/2+ I?j(2j+ 1) =k (16) 
} j 

(where j =! or integer). Then, from Appendix B, there is 
an embedding 

SU(r,k - r) :::>§lU( 1) ~ [SU(§l1/2,§lI/2) 

~ ~ (SU(aj.aj(i + 1)~ SU(bj(j + 1),b)))] 
} 

~ ~ [SU(aj ) ~ SU(j,j + 1) ~ SU(bj ) 
} 

~ SU(j + l,j)], 

where 

§lj = aj + bj , §l1/2 + I (;aj + (j + l)bj ) = r, 
j 

§l1/2 + I«j + 1 )aj + jbj ) = k - r, 
j 
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and the U ( 1) degeneracy /r is one less than the number of 
nonzero /rj' The embedding therefore has centralizer 

H = /r U (1) ED ED [SU (aj ) ED SU ( bj )] • 
j 

Returning to the case in hand, clearly the embedding in the 
SU (p,m - p) must be of the maximal type (ii) of Appendix 
B (i.e., m - p = p + 1 or p - 1), and the residual gauge 
group [from the embedding of SU ( 1, 1) in the other factor 
SU (q,n - q)] can be of the above reductive form [including 
an additional U ( 1) summand if m > n]. The simplest possi­
bility is, of course, if fro = 1 and /r1/2 = /rj>1 =0, in which 
case His SU(n) ED U(1); it is this case which is entered in 
Table I. 

Higgs multiplets!orSU(p,m-p} ED SU(q,n -q}ED iR: Ac­
cording to the discussion in Sec. II [c.f. ( 11 ) ], the Higgs 
fields come from doublets of SU ( 1,1) in the decomposition 
of the adjoint of the real form derived from SU (p,m - p) 

ED SU(q,n - q) ED U( 1). In the case of an embedding of Al in 
An _ I of the form (16) for the fundamental representation, 

{I; l} l [ ED j,k!rj/rk {j} ® {k}] - {O}, 

for the adjoint representation. If /r1/2#0, then doublets 
(which would correspond to wrong-statistics fields) must be 
forbidden by ensuring fro = /rl =0. If /r1/2 = 0, then only in­
teger spins appear. For the odd generators (transforming as 
{l} ® {I} ED {l} ® {l} under Am -I EDAn _ I) the Al content 
is 

2{P} ® [ ~ /rj{j}]. 
Thus doublets appear provided p = 0 or 1 and /r 1/2 # 0, or 
p = 1 and fro = 0 or /rl #0 (and /r1/2 = 0). In the first case, 
p = 0, /r1/2#0 contradicts m > n, while, forp = 1, /r1/2 = 1, 
SU(2,l/I,I) gives simply a U( 1) gauge group with complex 
Higgs. This case is again reproduced by p = !, fro = 1, while, 
for p =~, fro = 2, i.e., SU( 1,1)/center, we have an SU(2) 
group with complex Higgs doublet [if the central extension 
is included then this becomes SU(2) ED U( 1)]. For the sim­
pie case SU(j + l,j/n) listed in Table 1(2j + 1> n > 2), the 
gauge group is SU (n) ED U ( 1 ) but no SU ( 1,1) doublets, and 
thus no Higgs scalar fields, appear. [More exotic embed­
dings, for example, SU (2,2) ::= 0 ( 4,2) ::J 0 (3,2) ::J SU ( 1,1 ), 
such that {l}l{~} (see Appendix B), or real forms of 
SU(mn) ::JSU(m) ED SU(n), have not been exhaustively 
studied.] This is also the case for more involved embeddings 
such as ( 17): an examination oflow-dimensional cases (tak­
ing into account the restrictions on /r1/2)' and an inductive 
proof on m>n, show that the SU(1,I) content will always 
have spin at least 1 or~. (Part of the root cause of this disap­
pointing result is the restrictive choice of homogeneous 
space S / R. See Sec. IV for comments.) 

sl(n,C}: This is a special case of A(n - l,n - 1) where 
one An _ I factor provides the noncompact generators. Let 
the fundamental n-dimensional representation of An _ I (as a 
complex algebra) decompose as before as 

{l}! ED /rj{j}, j = O,p,~, ... , 
J 

under theA I subalgebra. Then from (ii) of Appendix B there 
exists the chain [c.f. (15) and (17) above] 
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sl(n,C) ::J /rC ED [ ~ slCrrj (2j + 1),C)] 

::J /rC ED [ ~ sl(/rj>C) ED sl(2,C) ] 

l/rCED [ ~ [sl(/rj,C)] EDSI(2,R)], (18) 

with the C degeneracy being one less than the number of 
nonzero /rj' Thus the centralizer is either noncompact, or it 
vanishes altogether. 

For C(n) and B(O,n), there are the following cases. 
OSp(2/2n,R}: For the present discussion this is a special 

case of OSp (m/2n) below. 
OSp(l/2n,R}: See also OSp(m/2n) below. However, in 

this case the Killing form is positive on the whole of the even 
subalgebra, and we can use suitable embeddings of the 
smaller isotropy group U ( 1 ), for example, corresponding to 

(l)l{l}®{+ l}ED{l}®{-l}. 

In this case H is SU (n) ED U ( 1) and the Higgs fields are a 
complex {I}. [It may also be possible to break SU(n) 
further, viz., SU(p) ED SU(n - p) ED U(1) ED U( 1).] 

For B(m,n), m>O and D(m,n), m> 1, there are the 
following cases. 

O*(2m} ED Sp(2p,2n - 2p}: Positivity of the Killing form 
(from Appendix A) requires a maximal SU (1,1) embed­
ding in 0* (2m) or in Sp (2p,2n - 2p). Examination oflow­
dimensional cases, e.g., 

0*( 4) ::=SO(2,1) ED SO(2,1), 

0*(6) ::=SU(3,1), 0*(8) ::=0(6,2), 

Sp(2,2) ::=SO(4,1), 

suggests that a maximal embedding of the type given in Ap­
pendix B is ruled out for this class of real forms (for further 
comments, see Appendix B). [The same applies to the real 
form of C(n) corresponding to 0(2) EDSp(2p,2n - 2p).] 
As mentioned above, exceptions may occur for higher-rank 
cases, especially in connection with spinor representations. 

O(p,m-p} ED Sp(2n,R}: Using the embedding types (i) 
and (ii) of Appendix B, there is now plenty of scope for 
maximal and nonmaximal embeddings. Rather than elabo­
rate in detail [c.f. (14)-(18) above], Table I contains asim­
pIe case where the resulting gauge' group is O(k) and the 
Higgs fields are in the fundamental, k-dimensional represen­
tation [1] ofO(k). [Use must be made of the embeddings31 

O(mn) ::JO(m) ED O(n), Sp(2mn) ::JO(m) ED Sp(2n).] 

IV. CONCLUSIONS 

In the foregoing (in Sec. II) we have set out general 
guiding principles for constructing consistent unified mod­
els from gauged supergroups via CSDR, and (in Sec. III) 
have attempted a comprehensive search of models for one 
specific homogeneous space (parametrized by a single pair 
of Grassmann coordinates). The results in Table I generalize 
earlier work22 and indicate, first, that the CSDR formalism 
(see Sec. II) does admit consistent solutions, and, second, 
that there is a variety of admissible GUT groups. The latter 
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may be nonsimple (see the more elaborated solutions in Sec. 
III not summarized in Table I), and theadvantageofCSDR 
is that there is only one gauge coupling (if a simple superal­
gebra is used as starting material). Furthermore, the Higgs 
sector, and the (classical) mass spectrum consequent on the 
spontaneous symmetry breaking thereof, are, in principle, 
predetermined. 

In the present study no detailed computations of such 
mass and coupling relations are given. It is sufficient to note 
that such constraints exist in principle for the models listed 
in Table I (further details are given for the exceptional su­
peralgebras studied in the sequel to this paper3Z ). The gen­
eral situation is similar to the particular case studied in ear­
lier workzz: as noted there, there is no natural mass 
parameter in the (), () a-number manifold, and hence no tree 
level spontaneous symmetry breaking. In the absence of a 
calculable dynamical scheme, concrete predictions are 
therefore difficult. In any case, all CSDR schemes suffer the 
defect that higher-loop corrections tend to destroy the classi­
cal predictions.33 Only the presence of conventional Fermi­
Bose supersymmetry is likely to ameliorate this difficulty 
(just as it can do for hierarchy problems in conventional 
GUT's 11); however, such additional structure is somewhat 
anathema to the CSDR approach. 

Table I shows that for the SU(n) ~ U( 1 )-type models 
(see, also, Sec. III) derived from SU(j,j + lin), no Higgs 
multiplets occur. Although this may be seen as a failing, it 
may also tum out to be an advantage if elementary scalars 
are to be avoided, or ifthey are expected to arise from super­
symmetry. However, even in this case, the scheme does not 
lack some predictive power: matter fields [a priori in multi­
plets ofSU(j,j + lin)] are constrained by CSDR to occur 
in specific SU (n) ~ U ( 1) representations (leading perhaps 
to exotic particles, or certain generation structures). 

It should be emphasized that some of the limitations of 
the present models may be a reflection of the minimal choice 
(Sec. III) of homogeneous space. In particular, graded 
spaces with extra c-number coordinates (as well as a-num­
ber coordinates of the type used here) [e.g., OSp(2/2)/ 
OSp(1/2) with coordinates (t/J;5,t) , 0<.t/J<.21T", OSp(3/2)/ 
OSp(2/2) with coordinates ((),t/J;5,t), 0<'()<'1T, 0<.t/J<.21T] 
contain natural length scales and may provide tree level 
mass spectra. An extension with bosonic ghosts was given in 
Ref. 34. 

Aside from extensions to Poincare supersymmetry, it is 
clearly important to generalize the present work to include 
general coordinate invariance, and utilize the body of exist­
ing work on symmetry aspects of (conventional) Kaluza­
Klein theories and invariant metrics. 1O,17 In studies of a­
number Kaluza-Klein models to date, a natural invariant 
metric ansatz has been used that, with appropriate torsion 
constraints, provides an alternative route to the standard 
model3s; meanwhile the CSDR formalism [for the 
ISp(2,R)/Sp(2,R) space] has been extended to vielbein 
gauge fields. 36 

Finally it is of interest to consider the present work in a 
superstring or supermembrane context. Coset spaces have 
been considered as alternatives to Calabi-Yau compactifica­
tions,37 although the presence of continuous isometries is 
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generally unwanted. The philosophy of the present ap­
proach, with the central role played by BRST symmetry, 
suggests that the appropriate starting point is the ubiquitous 
affine exceptional group structures in superstring spectra,38 
where BRST symmetry dictates the appropriate extended 
Lorentzian lattice for the (bosonized) ghost field content. 
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APPENDIX A: KILLING FORMS AND UNITARY AND 
ORTHOSYMPLECTIC SUPERALGEBRAS 

The classical (special) unitary and orthosymplectic su­
peralgebras can be conveniently characterized by giving 
their generators and (anti)commutation relations in matrix 
form. In each case we give the adjoint operation pertaining to 
the compact real form, and determine the signature of the 
Killing form by examining the second-order Casimir opera­
tor in this basis. 

(i) SU(m/n): The generators are EAB = (EBA)t, 
~AEAA = 0, A,B = 1, ... ,m + n. The SU(m/n) superalge­
bra in this basis is 

[EAB,E C
D] =ocBE A

D - [~g]OADECB' 

where [Xy] = - 1 if the quantities X, Yare both odd, and 
otherwise + 1; this convention is here applied to A + Band 
C + D. We take [A] = + 1 for A = 1, ... ,m, and - 1 for 
A = m + 1, ... ,m + n. 

The SU (m) ~ SU (n) ~ U (1) generators can be identi­
fied as (repeated indices summed) 

SU(m): A \ = EQb - oQbEcJm, 

a,b,c = 1, ... ,m; 

SU(n): A ap = Eap - oapE\/n, 

a,{J,y = m + 1, ... ,m + n; 

U(1): z= IEcc = - IE\. 
y 

The quadratic Casimir invariant is39 

CZ=EAB[B]EBA =AQbAbQ -AapAPa 

- (m - n)/mnZ 2 + (odd), 

showing that in all cases the Killing form is indefinite, with 
the sign of the compact U (1) part the same as the SU (n) 
(m > n), SU(m) (m < n), contribution. If n = 1, then the 
A a p terms are absent, but then the Z Z term is always negative 
(if m > 1). If m = n, the above analysis still applies but the Z 
generator is dropped from the superalgebra in the A(n,n) 
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=SU(n/n)/center case. 
(ii) OSp(m/n): The generators are JAB = - [AB ]JBA , 

A,B = I, ... ,m + n, n even. The OSp(m/n) superalgebra in 
this basis is39 

[JAB,JCD ] = 1]BCJ AB - [ab ]1]ACJ BD - [CD ]1]BDJ AC 

+ [AB] [CD ]1]ADJBC' 

where 1]AB = [AB ]1]BA is even and graded symmetric. 
The 0 (m) Ell Sp (n) generators are simply the subsets 
Jab = - J ba , a,b = l, ... ,m, and J a/3 = J f3a , a,{J = m + 1, ... , 
m + n, for which we impose (Jab)t = J ba, (Ja/3)t = _J/3

a 

for the compact real forms (this follows from an embedding 
of the type 

JAB = 1]ACEcB - [AB ]1]BCEcA 

in U(m/n) and assuming 1]ab = 1]ab, 1]a/3 = _1]a/3 for the 
metric). 

The quadratic Casimir invariant is simply39 

JAB J BA = 1]AC1]BD J CDJBA = JabJba + Ja/3 J/3a + (odd) 

and so the Killing form is again of indefinite sign (except in 
the case m = 1). Taking noncom pact real forms will not 
change the signature for the compact generators, but will 
change the sign of the noncompact ones. However, as de­
tailed in Secs. II and III, the latter are not gauged as it is 
arranged that the residual gauge group H is compact. 

APPENDIX B: SU(1,1) EMBEDDINGS 

We take SUO,l) generators e+, e_, h with commuta­
tion relations 

[e+,e_] =2h, [e±,e±] =0, [h,e±] = ±e±, 

andadjointoperationh t = h, (e+)t = - e_.Byanembed­
ding ofSU ( 1,1 ) in a Lie algebra Gover R is meant an algebra 
homomorphism 

f SUO,l) -G, e ± -E ±' h-H, 

[ H,E ± ] = ± E ±' etc., 

and such that the adjoint operation (associated with the real 
form of G) iscompatible:H2 = H,and (E+)2 = - E_. The 
principal SUO,l) embeddings31 used in Sec. III arise by 
considering the matrix elements of the e ± , h in finite-di­
mensional representations, namely, for j = 0, ~,1, ... , 

E ± Ij,m) = [j+ m] 1/2[j ± m + I] 1/2Ij,m ± 1), 

H Ij,m) = mlj,m). 

(f) SU(J,l)CSO{j+ 1, j)CSU{j+ 1, j), j=1,2, ... : Con­
sider the above matrix elements in the basis 

{Ij, - j),Ij, - j + 2), ... , Ij,j); 

Ij,-j+ 1), ... , Ij,j-1)}· 

Then it is easily seen that as real matrices of dimension 
(2j + 1) they fulfill X TG + GX = 0, where G in block form 
is diag ( I j + I , - I j ) and I n is the n X n antidiagonal unit ma­
trix. This means that E ± ' H are linear combinations of gen­
erators ofSO(j + l,j) CSU(j + l,j). 

(if) SU(J,1)CSp(2j+1,R)CSL(2j+1,R), j=j,~ .. , : 
Consider the SU ( 1,1) matrix elements in the basis 
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{Ij, - Ij), Ij, - j + 2), ... , Ij,j -1); 

Ij,j), Ij,j - 2), ... , Ij, - j + 1)}. 

Then it is easily seen that as real matrices of dimension 
(2j + I) they fulfill X T G + GX = 0, where G in block form 
is antidiag ( - Ij + 112' I j + 1/2) with In the n X n unit matrix. 
This means that E ± are linear combinations of generators of 
Sp(2j + I,R) CSL(2j + I,R). 

Finally, cases where the principal embeddings (i) and 
(ii) are not maximal require additional study. For example, 
the possibility SUO,l) CSO*(2n) CSp(2n 

- t,R), which 
may arise for appropriate symplectic spinor representations 
ofSO*(2n), would allow different real forms of D(m,n) to 
be used than those considered in Sec. III. Similarly, interven­
ing SU*(2n) algebras may enlarge the choice of A(m,n)­
type models. 
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The non-Abelian monopole solution of Bogomolny, Prasad, and Sommerfield is chosen as a 
part of the Cauchy data for the evolution of Einstein-Yang-Mills-Higgs equations. 
Momentarily static spherically symmetric data for gravitational fields are obtained numerically 
via the Lichnerowicz equation. In the case of generic scaling of fields initial data with trapped 
surfaces were found. 

I. INTRODUCTION 

Recently, several authors attempted to find field-theore­
tic configurations that collapse to a black hole. I

-
3 To solve 

this problem completely for a given model one should be able 
to study the global in-time evolution of a system; this is not 
feasible in general, unfortunately. 

An alternative would be to use some qualitative criteria, 
e.g., the hoop conjecture4 that is a generalization of the con­
dition m > 2r (in Schwarzschild coordinates) for the exis­
tence of black holes in spherical systems. That was the strate­
gy used in Ref. 2 and to some extent also in Ref. 3. The point 
is, however, that for noncompact distributions of matter the 
precise form of the hoop conjecture is not known while the 
standard version fails. 5 Another qualitative condition has 
been proven recently6 for particular geometries with coeffi­
cients that are precisely defined; in contrast to the hoop con­
jecture that is expressed in terms of the ADM mass and the 
largest circumference of a body, this new criterion uses the 
rest mass and the proper radius. It is necessary to point out 
that both criteria need information that can be obtained only 
via integration of a part of the Einstein-matter equations; for 
instance, it is sufficient to solve the constraint equations at a 
particular instant of time. 

Yet another possibility would be to solve the initial data 
for gravitational and matter fields and to look for trapped 
surfaces on the Cauchy surface. Trapped surfaces prove the 
existence of black holes, modulo certain reservations related 
to the validity of the cosmic censorship hypothesis.7 If we 
restrict ourselves to data that are momentarily static, then 
the problem of finding trapped surfaces of a particular shape 
is not more laborious than application of the above afore­
mentioned criteria while the information we get is more con­
clusive. 

Certainly the assumption of momentarily static initial 
data is quite restrictive and most black holes would never 
meet that condition in their history. But, on the other hand, 
the scenario with symmetric time-initial data strongly ap­
peals to physical intuition. Intuitively it is almost obvious 
that if one takes a static configuration and adds more and 
more matter inside a fixed volume then at a certain stage an 
apparent horizon should surround a center of the region; the 

system ceases to be static at later times and collapses to a 
black hole. 

Our aim is to apply the above approach to the study of a 
magnetic monopole configuration of Einstein-Yang-Mills­
Higgs theory. Magnetic monopole is a specific field theory 
configuration with substantial energy concentrated in a 
small volume and it is natural to ask whether it can collapse 
to a black hole. This possibility was raised by Hiscock.8 Such 
a small black hole with a magnetic charge can be stable 
against evaporation via the Hawking mechanism.8 

To be specific, we have studied the Bogomolny-Prasad­
Sommerfield9 (BPS) monopole coupled to gravitation. An 
important part of this work is a definition of a gravitational 
analog of the BPS sholution. We have employed the confor­
mal approach to initial data of Einstein equations. 10 

There are many ways to define the gravitational BPS 
monopole as a result of an arbitrariness in scalings of spheri­
cally symmetric fields. That point is explained in Sec. II. We 
have discussed two most obvious cases to get quite different 
results; while Sec. III contains a description of initial data 
that are proven to contain trapped surfaces, Sec. IV de­
scribes initial data with no apparent horizons. Theorems of 
Sec. IV were proven elsewhere, II but here the absence of 
trapped surfaces is proven in a different and simpler way. As 
an aside question let us remark that we have found numeri­
cally the Wheeler's "bag of gold configuration" (reminded 
recently in Ref. 12) in each of the two scalings. We do not 
discuss this point as it has been explained in detail else­
where. 1I 

II. CONFORMAL APPROACH TO MOMENT IN TIME 
SYMMETRY INITIAL DATA OF EINSTEIN-YANG­
MILLS-HIGGS EQUATIONS 

We will study a system of Einstein-Yang-Mills-Higgs 
equations 

(Dp.FP.V)Q = 0, 

(Dp.DP.tfJ)Q = 0, 

ItfJlco =M, 
R vp. - gvP.R /2 = 81TTVIJ.. 

(Ia) 

(Ib) 

(Ic) 
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Here D /L is the double (gauge and gravity) covariant deriva­
tive, the non-Abelian strength field tensor is given by 

(2) 

whereA aIL denotes a gauge potential and E"bc is the complete­
ly antisymmetric Levi-Civita tensor. Here, T /LV is the energy­
momentum tensor of the Yang-Mills-Higgs field, 

T/LV = Fa/LYFavy _ gl'vFaaPFaap /4 + (D/Lt/J)a(D vt/J)a 

(3) 

R /LV is the Ricci tensor, t/J denotes a scalar field in the adjoint 
representation of the SU (2) gauge group, and M is its (posi­
tive) length at spatial infinity. The spatial part of the metric 
(gI'V) is assumed to be positively definite. 

Cauchy data for the evolution of the system (1) consist 
of A f, F dJ\ fr, dt/J/dt, which are prescribed on a surface l: 
with a three geometry defined by a metric tensor g;k and with 
an immersion of l: into a four-dimensional space-time given 
by an external curvature K Ij. This whole set of functions is 
not arbitrary, since they have to satisfy the initial value equa­
tions 

R 0/L - t/LR /2 = 81TTO/L, 

(D;FIJ)a = E"bct/Jb(D 0t/J )c. 

(4a) 

(4b) 

These equations are hightly nonlinear, so it is a nontrivial 
task to find a configuration admitted by Eqs. (4a) and (4b). 

For time-symmetric data, which we are interested in, 
F alJ = 0, K Ij = 0, and the initial Einstein constraints reduce 
to the single equation 

Roo - fOR /2 = 81TToo. (5) 

We will employ the well-known conformal approach 10 to 
choose initial data that satisfy Eq. (5). According to this, we 
assume 

glj=r'TJIj' (6) 

where/solves the following equation: 

A/= - 21T(pJa + PYMi'P) , (7) 

Kij = 0, gij =/4'TJij' F alJ = 0, 

,raij =/(a+ p)/2Faij, 

(D;<I»a = j<a-l)/2(D;t/J)a, (10) 

will satisfy Eq. (5), that is also the full system of initial con­
straints (4a), because of time symmetry. The Yang-Mills 
initial constraint (4b) for rescaled fields is satisfied trivially, 
since F alJ = 0 and ~bct/Jb(D°t/J)C = 0 for the fiat BPS solu­
tion. There is no initial value constraints for scalar fields. 
Therefore, the above data supplemented by dt/J/dt = 0 give 
rise to the time evolution of Einstein-Y ang-Mills-Higgs 
equations. It is an obvious remark that at spatial infinity as 
well as in the limit of vanishing gravitation, the Yang-Mills­
Higgs counterpart of the solution coincides with the BPS 
monopole. 

There is freedom in scaling initial data, according to 
various values of conformal factors a,/3 in Eq. (to). Two 
possibilities, however, appear to be most attractive. Let us 
recall after Ref. 13 that the option with {3 = - 3 is the 
unique one. Now we can assume a = {3 ( = - 3) to have 
the simplest possible Eq. (7); that case was studied in Ref. 
11. The second possibility is still to retain {3 = - 3 but to 
take a = I, which is the most plausible option for generic 
nonspherical fields. 13 In this paper we will study just the 
second case, with {3 = - 3, a = I, although the configura­
tion is spherically symmetric. 

Our intention is to find a solution/of Eq. (7) that tends 
to 1 at spatial infinity. The energy densities behave asymp­
totically like r-4

, thus very far from the center of the config­
uration a solution ofEq. (7) would be well approximated by 
the Reissner-Nordstrom solution 

/= (1 +A/r+B/r)I/2. 

Inside the region of high density, however, no solution is 
explicitly available; to get a solution we have to use numeri­
cal methods. It will be convenient to introduce new vari­
ables, 

x=Mr (lla) 

(A is the fiat Laplacian) with the boundary condition at and 
spatial infinity / = 1. 

In (7) Ph,pYM are energy densities of instantly at rest u =x//M1I2. (lIb) 
Higgs and Yang-Mills configurations on l:. We assume 
them to be given by the BPS solution in Minkowski space, Equation (7) now reads (assuming a = I, {3 = - 3) 
i.e., 

and 

AdJ=O, 

A j = E"ijx; [ - 1 + Mr/sh(Mr) ]/r, 
t/Ja = Mxa[coth(Mr) - l/(Mr)]/r 

Ph = (D;t/J)a(D It/J)a12, 

PYM = FijF aij/4, 

where 

Ph = PYM = Too = r-4 

+ M4 2 ch2(Mr) + 1 _ M3 4 ch(Mr) 
sh4(Mr) rsh3(Mr) 

If/is a solution ofEq. (7) then the data 
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(8) 

(9) 

where 

P = l/x4 + (2 ch2(x) + 1)/sh4 (x) 

- 4 ch(x)/(x sh3(x». 

(12) 

In (12) prime denotes differentiation with respect to the 
variablex. 

A qualitative investigation shows that near the origin 
u = x const + o(x). Thus the initial date u(O) = 0, 
u' (0) =1= 0 are acceptable, in accordance with our knowledge 
about a solution of the elliptic equation (7), which has to 
achieve a global maximum at r = 0: (d /dr)/ = 0./> 1. 
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III. GRAVITATING BPS MONOPOLES AND TRAPPED 
SURFACES 

We will treatEq. (12) as a dynamical system with initial 
data u(O) = 0, u'(O) #0. Our final aim is to find a smooth 
solution satisfying the asymptotic condition 
limx _ oo u(x)M I/2/x = 1. To achieve that we need a proper­
ty expressed in the following theorem. 

Theorem 1: Assume that solutions u ofEq. (12) exist in 
the semiaxis (0,00) and that lirnx_ 00 u/x> O. If M2 < 0.61 
then scattering data u' ( (0) depend continuously on initial 
values, i.e., 

lu'( (0) - v'( (0) I,C lu'(O) - v'(O) I, 
where u,v are two solutions generated by u'(O),v'(O), re­
spectively. 

Before going to the prooflet us prove a few propositions. 
Proposition 1: A smooth positive solution u ofEq. (12) 

satisfies the inequality 

~(.!!...)'O. 
dx x 

Proof: u/x is proportional to/. a solution of the elliptic 
equation (7) with nonnegative densities Ph ,pYM' The in­
equality follows from the mini-max principle. 

Proposition 2: Let M2 <0.61 and u,vbe solutions ofEq. 
(12) which exist in (0,00). Ifinitially u(O) = v(O) = 0 and 

€=u'(O) - v'(O) >0. 

then the difference u'(x) - v'(x) decreases as long as the 
value of u/ x is greater than (3) 1/4/ M 1/2 and increases below 
this point, but always u'(x) > v'(x). 

Proof: Since u'(O) >v'(O), there is an interval (O,xo) 
such that u(x) > vex). Equation (12) can be written in the 
integral form, 

u(x) =xu'(O) -1TL
x 

dt f drrp(r) 

X [1I(ulr)3 + M 2ulr]. 

The difference between the two solutions reads 

.!!... - ~ = u' (0) - v' (0) -!!... r dt (' dr r p( r) 
x x xJo Jo 

X [ 1 + (ulr)4M
2 

_ 1 + (VIr)4M2] =€ + 8. 
(u/r)3 (v/r)3 

Here the quantity 8 defined by the last equality is negative in 
(O,xo), since the integrand is positive for u/x > v/x> (3) 114/ 
M1/2. Now it is easy to check that a difference between de­
rivatives of u and v is positive in (O,xo): 
u'(x) - v'(x) 

= u'(O) - v'(O) - 1T LX dt tp 

X [ 1 + (u/t)4M2 _ 1 + (V/t)4M2] 
(U/t)3 (V/t)3 

= € -1T foX dt tp (u/t)4M
2 

- 3 (.!!... -~) + o(€) 
Jo (u/t) 4 t t 

=€-1T fo" dttp (u/t)4-3 (€+8) +o(€) 
Jo (U/t)4 

>€-1TM2€ LX dttp(€+ ~)+o(€) 
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>€(I-1TM2 Loo dttp)+o(€) 

= €(1 - 1TM20.495) + o(€) > 0, (13) 

if € is sufficiently small. It means that as long as u(x) is 
greater than vex), the derivative of u is always greater than 
the derivative of v, although the difference between them is 
decreasing for x<xn' where Xn = {x:u(x)/x = (3)1/4/ 
M 1/2}. (The existence ofa uniquexn follows from Proposi­
tion 1.) For x > Xn the derivative 

~(U' -v') 
dx 

= _ 1T
P

X[ 1 + M2(U/X)4 _ 1 + M2(V/X)4 ] 
(U/X)3 (V/X)3 

becomes positive, hence the difference u' - v' starts to grow 
up. Thus under the conditions stated in Proposition 2, al­
ways u' > v' and u> v, provided that the initial values are 
sufficiently close. Now, to finish the proof one should take a 
set u; (O), ... ,u~ (0) such that the difference between u;(O) 
- u;+ 1 (0) is small while the end points are far apart. 

Now we are ready to prove Theorem 1. Let € be small 
(we keep the notation from Proposition 2). We know that 
for each value ofthe argument x differences u' (x) - v' (x), 
u - v are positive. Take very large x > X n ; from general theo­
ry of ordinary differential equations one infers that 
u(xn ), u'(xn ) depend continuously on initial datum u'(O) 
( one can also show this by a direct calculation, analogous to 
that of Proposition 2). Hence it is sufficient to consider only 
the interval (x,oo). 

Let us compute the difference 

u'( (0) - v'( (0) = u'(x) - v'(x) - 1T Loo dt tp 

X [ 1 + M2(U/t)4 _ 1 + M2(V/t)4] . 
(U/t)3 (v/t) 3 

We have to estimate the difference u/x - v/x: 

u(t) - v(t) 

t 

= + [1' dr(u'( r) - v'( r» + u(x) - vex) ] 

,..!..[ [u'(t) - v'(t)](t - x) + u(x) - vex)] 
t 

(14) 

,u'( (0) - v'( (0) + (u(x) - v(x»/x=p. (15) 

In ( 15) P is positive, by Proposition 2, which yields also the 
first inequality. From (14) and (15) we obtain, after some 
algebra 

u' ( (0) - v' ( 00 ) 

,u'(x) - v'(x) + 1T Loo dttp[ (V/t)-3 

+ (v/t+p)-3 +PM2] 

,CI €+ Cz{J 

,€(CI + C3 ) + [u'( (0) - v'( (0) ]C2, 

where 
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= C2 sup{l,cl}. The constant CI is that one which appears 
in the estimation u'(x) - v'(X),CIE, and is finite (that is to 
be shown by explicit calculation or by invoking standard 
results of the theory of ordinary differential equations). 

By assumption C2 is finite [notice that we assumed that 
(limx~ 00 ulx) -I is finite; this condition, stated in Theorem 
1 is not necessary, but in cases of interest it is always satis­
fied J, and even more, it can be arbitrarily small, since p van­
ishes like r-4 at large distances and x can be very large. Thus 

0< u'( 00) - v'( 00 ),E(CI + C9 )/(1 - C2 ), 

which accomplishes the proof of Theorem 1. 
As a trivial implication of Proposition 1 we have 

O,limx~oo ulx<u'(O) for any positive solution of Eq. 
(12). If to denote limx~oo ulx=.a, then asymptotically a 
positive solution u ofEq. (12) solves the equation 

(17) 

Its solution reads u(x) = .,jAx2 + Bx + C with 
B2 - 4AC = 41T(1 + M 2a4

). Now, if to take into account 
the asymptotic condition uM 1/21x:::;, 1 we may infer that 
MI/2A 112 = 1, that isM I/2a = 1. 

Thus very far from the center of configuration a solution 

is approximated by u = .,jX'2IM + Bx + C with B 2 - 4C I 
M = 81T. The parameter B happens to be equal to the ADM 
mass of the whole system. 

These observations justify our numerical strategy, 
which consists of the following points: 

(i) Fix u(O) = 0, u'(O) #0, and do calculations for a 
fixed value of M; 

(ii) keep M and change u' (0) so many times as to get for 
large values of x the situation in which there are two sets of 
data, say u; (0) and u~ (0) such that u; (x)M I/2 < 1 and 
M 1/2U~ (x) > 1. Here u l , U2 develop from u; (0), ui (0), re­
spectively. 

Now we infer from Theorem 1 that there should exist an 
intermediate value u~ (0), u; (0) < u~ (0) < u~ (0) such that 
u~ M 1/2 approaches 1 as x tends to infinity. 

In terms of the variables x, u, and a parameter M the 
following expression is of particular interest: 

H(u) =.M 1/2(2u~(x) - uM/x). 

The SUbscript attached to u specifies a value of M connected 
with the solution. In the original variables H 
= (d /dr) <pr)//; hence for H nonpositive somewhere, 

spherical trapped surfaces do occur.7 
We have done several numerical calculations to show 

the existence of trapped surfaces. The investigation was 
made easier thanks to a technical result of the following 
proposition: 

Proposition 3: A positive solution of Eq. (12) with a 
horizon (i.e., with H( u) (x) < 0 somewhere) can exist only 
for ME(0.37,1.6). The proof is done in the Appendix. 

The existence of trapped surfaces was established in 
configurations corresponding to several pairs of data, e.g., 

(i) u'(O) = 5.68, M~0.80, 

(ii) u'(O) = 15.7, M~0.90, 

(iii) u'(O) = 100, M~0.94. 

Remark' The above data show that in fact we need a 
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stronger result than stated in Theorem 1, to cover at least the 
case with M2 = 0.64. We have restricted to the previous 
number just to avoid complications which would obscure the 
main idea of the proof. It is essentially easy to improve the 
upper bound by careful inspection of coefficients in Proposi­
tion 2 above; this is the unique step of the proof of Theorem 1 
that depends on the estimate M 2 < 0.61. 

We conclude this section by pointing out that the initial 
data (10) [with a = 1, P = - 3 and fields given by formu­
las (8) ] of Einstein-Yang-Mills-Higgs equations with 
! = uM l/2lx given by the above pairs (i)-Oii), contain 
trapped surfaces in the Cauchy surface. 

IV. THE CASE WITH NO APPARENT HORIZONS 

In this section we will study initial data (10) with 
a = p = - 3 and! = uM 1/21x generated by a solution u of 
the equation 

u" = - 21TpU- 3
• (18) 

That case was studied in Ref. 11, where trapped surfaces 
were shown to be absent. The key step of the proof consisted 
in the application of a necessary result for the existence of 
trapped surfaces proven earlier.6 Here we will give a differ­
ent and much simpler proof. 

We recall a few facts related to Eq. (18). II There is a 
number c. ~ 1.624, such that for u'(O) <c. all solutions 
have to vanish somewhere; this exemplifies Wheeler's bag of 
gold configuration 12 and was described in detail in Ref. 11. 
Foru'(O) >c. allsolutionsofEq. (18) havecorrectasymp­
totic behavior. The numerical investigation has shown the 
absence of apparent horizons for a finite number of exam­
ples. The problem is to show that this is a generic property, 
i.e., that for u' (0) > c. trapped surfaces are absent. In Ref. 
11 was employed the above mentioned qualitative result. 
Here we solve this problem in a different way. 

Theorem 2: Let u be a solution ofEq. (18) generated by 
u'(O) >c. and let H(u l )/M

I/2 = 2u; - ul/x be positive 
everywhere, i.e., trapped surfaces are absent. Then for all 
Cauchy dat;a ( 10) with a = P = - 3 corresponding to solu­
tions u ofEq. (18) generated by u'(O) > u; (0), trapped sur­
faces are absent. 

Proof: We will show that under the above conditions 

H(u)IM I /2>H(u l )/MI12, (19) 

which proves the thesis, since H( u I) is known to be positive. 
In fact, at x = 0, H(u) = u'(O) > u; (0) = H(u l ). Notice 
that u"(x»u;'(x), u'(x»u; (x), and u(x»ul(x); these 
inequalities follow directly from Eq. (16) and 
u'(O) > u; (0). Now it is easy to see that 

d xH(u) 2" , 2 /I , 

dx MI12 = u x+ux> UlX+UlX 

d xH(u) 
= dx MI/2 

at every point x>O. This proves (19). 
Thus, it suffices to take u. as close as possible to c. and 

to check that its corresponding configuration does not con­
tain trapped surfaces; that program has been done in Ref. 11. 
The above theorem allows us to conclude that trapped sur-
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faces are absent in all configurations with the scaling 
a={3= - 3. 
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APPENDIX: PROOF OF PROPOSITION 3 FROM SEC. III 

Proposition 3: A solution ofEq. (12) with a horizon and 
such that u/x> 0 (x-> (0), can exist only for Me(0.37,1.6). 

Proof In the first part we prove the estimation from 
above. Let Wa be a solution of the equation 

(AI) 

where Ca Einf(p:x..;;a) and p is given below the formula 
(12). If u is a solution of Eq. (12) such that 
u(O) = Wa (0) = 0, u' (0) = w~ (0), then obviously u";;wa • 

Equation (Al) possesses bound states for 
Ca M 2a21T> ~/4; thus the necessary condition for Wa (and 
u) to have the required asymptotic behavior reads 

M«1Ta- 2/(4Ca »1/2. (A2) 

Equation (A2) yields the above estimation if to take a = 2.0 
and observe that then Ca ~0.074. 

In the second part we derive the estimate from below. 
This is done in two steps. 

Lemma: Ifu'(O) > c ... [1/2 + (u'(0)tM 2/2] 1/4, where 
c ... is specified in Sec. IV, then a solution u(x) ofEq. (12) 
does not possess a horizon. 

Pro%/Lemma: Notice (see Sec. III) that u/x..;;u'(O) 
and therefore u;;;.h, whereh '(0) = u'(O),h(O) = u'(O) = 0, 
and h is a solution of 

(A3) 
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Now define 

v = h[ 1/2 + (u'(0»4M 2/2] -1/4, 

v solves the equation 

(A4) 

v" = - 21TpX4
V-

3 (A5) 

and v'(O) > c .... HenceH(v) = 2v' - v/xis positive, accord­
ing to results of Sec. IV. Methods analogous to those from 
Sec. IV show that H ( u ) ;;;. H ( v); that is, under the conditions 
stated in the lemma, a horizon is absent. 

To finish the proof of the second part of the proposition, 
let us note, that if we want to allow the existence of trapped 
surfaces, we must have solutions with initial data satisfying 
the converse of the inequality stated in the lemma, i.e., 

u' (0) ..;;c ... [1/2 + (u' (0) tM2 /2] 1/4. (A6) 

Equation (A6) and the obvious estimation u'(O)M> I im­
ply the desired estimate M> 0.37. 

That kind of reasoning can be repeated to get even better 
estimates from below. 
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Wave functions of bound states for a fermion and a Dirac dyon with charge Zd < Z d and for 
j> I q I + ! are obtained. Matrix elements of this system in the external electromagnetic field are 
calculated and the corresponding selection rules are shown . 

I. INTRODUCTION 

In recent years, the problem of bound states of a fermion 
in a fixed Dirac monopole I or in a 't Hooft-Polyakov mono­
pole2 has been extensively discussed.3

-
20 In this paper the 

bound system of a fermion and a fixed Dirac dyon will be 
discussed further.9

•
17 As is well known for this system of a 

fermion and a Dirac monopole, there is the Lipkin-Weis­
berger-Peshkin (LWP) difficulty21 in the angular momen­
tum statesj = Iql - ~, which shows up in the fermion's radi­
al wave functions atthe origin. The radial wave functions of 
the fermion in the angular momentum state j = Iql - ! do 
not vanish at the origin. This means that the fermion in these 
states goes through the monopole; thus, the Hamiltonian of 
the system is ill defined at the origin. To avoid this difficulty, 
an infinitesimal extra magnetic moment is endowed to the 
fermion by Kazama and Yang.5

•
6 In Ref. 9 we showed that 

for the system of a fermion and a Dirac dyon there is also the 
L WP difficulty in the angular momentum states j> Iql + ! 
when the dyon charge Zd exceeds some critical value Z d' In 
order to avoid the LWP difficulty, besides the Kazama­
Yang term - (KqI2M~)/3~·r, the term i(KZZde21 
2M~)y·r should be considered also. But in the case Zd 
< Z d' the Hamiltonian of the system is well defined at the 
origin, so we can solve the bound-state energy for j> Iql + ! 
without the Kazama-Yang term5 and the term (KZZde21 
2M~)Y'r (Ref. 9). The results show that the bound-state 
energy is hydrogenlike. 17 

In this paper, wave functions of bound states for a fer­
mion and a Dirac dyon with charge Zd <Zd and for 
j> Iql + ! are obtained. Using these wave functions, matrix 
elements of this system in the external electromagnetic field 
are calculated and the corresponding selection rules are 
shown. 

II. THE BASIC EQUATION AND ITS SOLUTION 

In this section we first review the basic equation to fix 
our conventions. The Hamiltonian of this system is l7 

H = u·( - iV - ZeAl + 13M - Air, (2.1) 

where A is the vector potential of the dyon. In order to re­
move the string of singularities, A is defined in terms of two 
or more functions in a corresponding number of overlapping 

aJ On leave of absence from: Department of Physics, Shanxi University, 
Taiyuan, Shanxi 030006, People's Republic of China. 

. regions.3 Note that A = ZZde2, where Z is the electric 
charge of the fermion that is an integer and Zd is the electric 
charge of the dyon that need not be an integer. For the states 
j> Iql + ! there are two types of simultaneous eigensections 
ofJ2,Jz, andH (Ref. 4): 

T A ./,( I) _ 1 ( hi (r) 5 );,,) ) (. I I 
ype 'l'jm - - 'h (r)e (2) J> q + !), 

r -l2 ':Jjm 

(2.2) 

1 
( 

h (r)e(2) ) 
(2) _ 3 ':JJm . 

Type B tPjm - - 'n (r)e (I) U> Iql + !), 
r -l 4 ':Jjm 

(2.3) 

where 

e (I) = c.J.(!) _ S.J.(2) (2.4) 
~ 1m "'1m "'Jm , 

e ~2) = S.J.~ \) + C.J.(2) (2.5) 
~ Jm '!'Jm "'Jm' 

c = q[ (2j + 1 + 2q) 1/2 + (2j + 1 _ 2q) 1/2]1 

2Iql(2j+ 1)1/2, (2.6) 

s=q[(2j+ 1 +2q)ll2_ (2j+ 1-2q)I/2]1 

2Iql(2j+ 1)1/2, (2.7) 

4>~I) = ((j + m)/2J}I/2yq•J _ 112.m -112) (2.8) 

Jm «j _ m)/2JV12Y
q•j _1I2.m+ 112 ' 

4>(2) = (- «j - m + 1)/(2j + 2»1/2Yq.i+ 112.m - 112) 
Jm «j + m + l)/(2j + 2»1/2 Yq,) + 112,m + 112 ' 

(2.9) 

where Yq•L •M is the monopole harmonic. 3,22-24 

In (2.2) and (2.3), hi (r) (i = 1,2,3.4) are defined in a 
rather different way than in Ref. 4; thus, the system of equa­
tions satisfied by hi (r) is obtained in the compact form, 
which is easily treated. According to Lemma I of Ref. 4, 
from (2.1 )-(2.3), we obtain, for type A: 

(M - E - A Ir)h l (r) + (ar + pJr)h2(r) = 0, 

(ar - pJr)hl (r) + (M + E + A Ir)h2 (r) = 0, 

and for type B: 

(M - E -A Ir)h3(r) + (ar - pJr)h4 (r) = 0, 

(ar + pJr)h3 (r) + (M + E + A Ir)h4 (r) = 0, 

where 

p, = [(j + p2 _ iJ 1/2 > 0, 

(2.10) 

(2.11 ) 

(2.12) 
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q = Zeg, g is the strength of the magnetic monopole; the 
Dirac quantization condition is eg = n/2 (n = 0, 
± 1, ± 2, ... ) (Ref. 1). 

We can solve (2.10) and (2.11) according to the stan­
dard treatment in quantum mechanics textbooks. Z5 When 
r-.O, (2.10) is reduced to 

(A. Ir)h, (r) - (ar + pJr)h2(r) = 0, 

(ar - pJr)h , (r) + (A. Ir)h2(r) = O. (2.13) 

Setting h,(r) = arv, h2(r) = brv, where a and b are con­
stants, from (2.13) we obtain 

A.a - (v + p) b = 0, 

(v- p)a + A.b = O. 

From conditions of nonzero a and b, the finiteness of h I (r) 
and h2(r) when r-.O, we have 

v= (p2_A.2)1/2 

= [(j+D2-i- (ZZd e2 )2] 1/2>0. (2.14) 

Setting 

P = 2(M2 _ E2) l/2r = 2pr 

(p=(M2_Ez)I/2), (2.15) 

h,(p) = 2p(M + E) I/Ze - pI2pV(QI(p) + Q2(P», 

h2(p) = 2p(M - E) 1/2e-pI2pV(QI (p) - Q2(P», 
(2.16) 

we have 

and 

pQ; (p) + (v - A.E /P)QI(P) 

- (p + A.M Ip)Q2(P) = 0, 

pQ2(P) + (v-p+A.E/P)Q2(P) 

- (p - A.M /P)QI(P) = 0, 

pQ ;'(p) + (2v + 1 - p)Q; (p) 

- (v-A.E/p)QI(p) =0, 

pQ;(p) + (2v+ 1-p)Q2(p) 

- (v+ l-A.Elp)Q2(p) =0. 

Ifwe set 

h3(p) = 2p(M + E) 1/2e - PIZpV(Q3(P) - Q4(P», 

(2.17) 

(2.18 ) 

(2.19) 

h4(p) = 2p(M - E)1/2e - p/2p V(Q3(P) + Q4(P», (2.20) 

then Q3 (p) satisfies (2.18), and Q4 (p) satisfies (2.19). 
Equations (2.18) and (2.19) are standard confluent hy­

pergeometric equations. Their finite solutions at the origin 
are the confluent hypergeometric function F( a,b,p): 

QI,3(P) =A I,3 F(V-A.E/p,2v+ 1,p), 
Q2,4(P) =A2.4F(v+ l-A.E/p,2v+ 1,p). (2.21) 

From (2.2), (2.16), and (2.21), the radial wave functions 
are 

2 2 

= 4p2(M ± E)1/2e - pI2pv-I 

X [A ,F( v - A.E /p,2v + 1,p) 

±A2F(v+ l-A.Elp,2v+ 1,p)]. (2.22) 
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When p -. 0, F( a,b,p) -.0, from (2.17), we have 

A - v-A.E/p A 
2 - P + A.M /p I' 

(2.23) 

Similarly, for A3 and A4 , we have 

A - v-A.E/p A 
4 - 3' 

P -A.M /p 
(2.24) 

Whenp-.oo, F(a,b,p)-.eP, so Rj(p) is divergent. In 
order to avoid the divergence, we must set 

v-A.E/p= -n (n=0,1,2, ... ). (2.25) 

When n = 0, F( v - A.E /p,2v + l,p) = 0; though F( v + 1 
-A.E/p,2v+ 1,p)isstilldivergent,A2F(v+ l-A.E/p,2v 
+ l,p) = O. Thus we obtain'7 

E n•qj 

= ± M [1 + 1 ] -1/2 
(n + V)2/A. 2 

= ± M(1 + [ ZZd
e2 ]2) -112, 

n + [(j + ~)2 _ q2 _ (ZZde2)2] 1/2 
(2.26) 

where n = 0, 1,2,3, ... ;j> Iql + N q = Zegi=O; eg = ±!, ± 1, 
± ~, ... , p = [(j + p2 _ q2] I 2> O,...t = ZZd e2. Notice that 

the total angular momentum j, which is defined in Ref. 4, is 
different from the total angular momentum in ordinary 
quantum mechanics. Here, j can take integer as well as half­
integer values. The spectrum (2.26) is hydrogenlike, but is 
different from the atomic or the molecular spectrum. If 
dyons exist in nature, (2.26) leads to the possibility to look 
for dyonic bound states, for example, from astronomical ob­
servations. 

By the relation 

L v (x) = rev + I + n) F( - n v + l,x) 
n n!r(v+l) , , 

and using (2.23) and (2.25), (2.22) is reduced to 

R ~qj(p) 
2 

= 4p~qj(M ± Enqj ) 1/2AI nqje -pI2pV- I 

X { n!r(2v + 1) L 2v( ) - n 
r(2v+l+n) n P +p+(p2+ n2+2nv)1/2 

X (n - 1)!r(2v+ 1) L 2v (P)} (2.27) 
r(2v+n) n-I , 

Similarly, we have 

R '3qj
(p) 

4 

= 4p~qj (M ± Enqj ) 1/2A ;qje -p/2pv- I 

X { n!r(2v + 1) L ~V(p) + n 
r(2v + 1 + n) - p - (pz + n2 + 2nv)1/2 

X (n - 1)!r(2v+ 1) L 2v (P)}. (2.28) 
r(2v+n) n-I 

Because S j~) and S j<';') are normalized, the radial wave 
functions R j (p) satisfy the following normalization condi­
tion: 

L
"" 2(4) 

l: IRj (2Pnqj r) 12,zdr = 1. 
o j= 1(3) 
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Using the normalization condition of L ~ (x), 

roo dxxVe-XL~(x)L~,(x) = r(v+n+ 1) ann', 
Jo n! 

we have 

III. TRANSITION MATRIX ELEMENTS IN THE 
EXTERNAL ELECTROMAGNETIC FIELD 

In this section we show examples of the calculation of 
matrix elements by using wave functions of bound states of a 
fermion with a Dirac dyon. 

If the external electromagnetic field is described by the 
vector potential 

A(x,t) = Ao exp[i(K·x - mt)], (3.1) 

then the interaction Hamiltonian of the fermion-Dirac dyon 
system in the external electromagnetic field is 

Hi = - Zeu·A(x,t). (3.2) 

Treat Hi as the perturbation. Suppose that within the scale of 
the bound system ofa fermion and a Dirac dyon, K·X~ 1, the 
exp(iK·X)::::: 1 + iK·X + .... In order to show the general 
method of the calculation of matrix elements, we discuss not 
only the first term, but also the K·X term in the above expan­
sion. Take Ao along the X axis, K along the Z axis, and work 
in the Coulomb gauge. Let N represent the quantum number 
set (n,q,j,m). We have 

(3.3 ) 

where H' represents the part of Hi separated from the time­
dependent factor exp( - imt). In (3.3), 

HIJ~1 = -zeAo(~JJ.>lel O"~)I~JJ») 

= _ zeAo((O 0"1)) , 
0"1 ° N'.N 

(3.4 ) 

H ,(I) 'Z A y rE (.,,(1) I y. (0 0"01) 1·"N(1») 
N',N= -/ e 0"'",,3 'f/N' r 010 0"1 'f/ 

= - /ZeAoK - rYolO • . Jftr ( (0 0"1)) 
3 0"1 ° N'.N 

(3.5) 
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For type A (2.2), 

H dO)a _ -/'Ze,A [n(2)Qn'j'nj (/r )21 . 
N',N - nO ~£21 v I Jm'Jm 

o(2)qn'j'nj (0" )12 ] (3.6) - 12 I fm'jm , 

H ,(I)a - Ze' A y rE [n(3)Qn'j'nj ( y. 0" )21 
N',N - nO'~ "" 3 U21 010 I Jm'jm 

n(3)Qn'j'nj ( y. )12 ] - ~£12 0100"1 /m'jm , (3.7) 

where 

O(2)qn'j'nj = i OO 

r dr R n,qj'·(2p, r)R nqj(2p .r) 
sl s n qf I nq} 

o 

(s,t= 1,2), (3.8) 

O(3)qn'j'nj = L'" ,-3 dr R n'qj'*(2p r)R nqj(2p .r) 
s, s n'qf' nq} 

o 

(s,t = 1,2), (3.9) 

(0"1 )j'".'jrn = f dO $>:;)0"1$ J.:I (s,t = 1,2), (3.10) 

(3.11 ) 

From the calculation of matrix elements we obtain the 
selection rules of H IJ~J.:: 

aj=o,± 1, am= ± 1. (3.12) 

In the general coordinates, they are aj = 0, ± 1, 
am =0, ± 1. 

The selection rules of H IJ,:J.: are 

aj = 0, ± 1, ± 2, am = ± 1. (3.13) 

In the general coordinates, they are aj = 0, ± 1, ± 2, 
am = 0, ± 1, ± 2. 

For type B (2.3), we have similar results. 
Now we show the calculations of the matrix elements 

Q;,1J) (TJ = 2,3). 
We notice that F(a,b,Z) is reduced to a polynomial 

when a is equal to ° or a negative integer: 

F( _ n,b ) = ~ (- 1)ln(n - 1) ... (n -I + 1) I 

,p ,-=-o /!b(b+1)"'(b+l-l) p 

(n = 0,1,2,"). 

From (3.8) we have 

(3.14) 
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where 

G (l) -4 2 (M+E )1/2Anqj nqj( ±) - fJnqj _ nqj I , 

K(.+)= n , 
nJ p, + (p,2 + n2 + 2nv) 1/2 

c(n)- (-1)ln(n-l)"'(n-l+l) 
vi - 1!(2v+ 1)(2v+2)"'(2v+/) ' 

C~)=I, C?o=I, 

II;:' = l"" dre-(Pnqj +Pn'qf)'rv +,/+I+1' 

=(p ,+p )-(1'+'/+1+1'+1) 
n'll n''ll' 

Xr(v+ v' + I + I' + 1). 

In (3.14), the upper (lower) sign is taken forst = 12(21). 
Similarly, we can calculate Q ~;)qn'j'nj. 
Using properties of monopole harmonics3,22-24 and 

Wigner 3-1 symbols,26 we have obtained n~,'1) (1] = 1,2) and 
(Y010O"I )j'",lm in detail also. The results, which are not neces­
sary to list here, are quite tedious. 

IV. DISCUSSIONS 

(i) The discussion of the singular case of large dyon 
charge (Zd > Z ~) and the ground state j = \q\ - ~ is very 
important. But in these two cases, in order to avoid L WP 
difficulty, we must introduce the Kazama-Yang term, 
- (kq/2M~){3~'r, and the term, - (kZZde2/2M~)Y'r 
(Ref. 9), which are very difficult to solve. Besides the zero 
energy bound state,5 we have not obtained the explicit analy­
tical radial wave functions yet, so we cannot calculate the 
radial parts of transition matrix elements in these two cases. 
The transition to the ground state would presumably be cru­
cial in identifying emissions from such a physical system if it 
exists. For a given q the selection rules of electric dipole 
transition from type A or type B to ground state type C, 

• /.(3) 1 [/(r)s J~)] . \ \ 
'f'jm = -; g(r)S J~) , ] = q -!, 

are 
Aj = - 1; Am = 0, ± 1. (4.1 ) 

Notice that in (4.1) the Aj = 0 parity violation transition 
and the Aj = 1 transitions are absent. 

(ii) In the fermion-dyon bound system, the spatial par­
ity is violated by the magnetic charge of the dyon 7 that leads 
to a modification of the selection rules for electromagnetic 
transitions. Particularly , the Aj = 0 dipole transitions 
shown in (3.12) are allowed., These Aj = 0 parity violation 
electric dipole transitions are the most outstanding feature of 
the fermion-dyon bound system, which distinguishes it from 
the hydrogenlike atom. 

(iii) WhenA<l, (2.26) is reduced to 

M-E A2 [ A2] --- 1 + (4.2) 
M -2(n+p,)2 p,(n+p,)' 

Reference 8 presents analytic approximate results for dyon­
fermion binding energies and the corresponding bound-state 
wave functions for angular momentum f;;'\q\ + ! with the 
Kazama-Yang term. But their results are valid only in the 
limit of weak binding, M - E <M, and for small charges 
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ZZde2< 1. It is easy to check from the last paper of Ref. 8, 
taking the limit K ..... 0, that their result coincides with our Eq. 
(2.26) to the leading order in A [just the first term of Eq. 
( 4.2) 1, whereas our formula is valid without a restriction to 
A<1. 

Note added in proof: In the general coordinates, i.e., 
when Ao is not taken along the X axis, the Aj = 0, Am = 0 
transition exists. The corresponding transition matrix ele­
ments are 

(H; ) qnlm,njm = 16iZeA03P~' qjP~qj 
• qm (lqn'j,nj _ I qn'j,nj) , 
j(j + 1) I 2 

W here P~qj = M 2 - E ~qj' A ~qj is the normalization constant 
given by (2.29), and Irlnj are the radial integrals. 
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